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Abstract

In this work, we develop a Lagrangian reduction theory for covariant field theories
with gauge symmetries. These symmetries are modeled by a Lie group fiber bundle
acting fiberwisely on a configuration bundle. In order to reduce the variational principle,
we utilize generalized principal connections, a type of Ehresmann connections that are
equivariant by the fiberwise action. After obtaining the reduced equations, we give the
reconstruction condition and we relate the vertical reduced equation with the Noether
theorem. Lastly, we illustrate the theory with several examples, including the classical
case (Lagrange–Poincaré reduction), Electromagnetism, symmetry-breaking and non-
Abelian gauge theories.

1 Introduction

Reduction by symmetries has played a major role in Geometric Mechanics since its was first
introduced with the its modern approach [1,42,44,48]. The key idea is to use the symmetry
group of a (Lagrangian or Hamiltonian) system to obtain a reduced set of equations on a
space of lower dimension. In the Lagrangian setting, this reduced space is the quotient of
the configuration manifold by the symmetry group, and the reduced equations come from a
reduced variational principle. More precisely, (see for example, [16,17,41] and the references
there in) reduction is performed in the tangent bundle TQ of a configuration manifold Q
where a Lie group G acts on. The key point is the determination of the geometry of (TQ)/G
as well as the nature of the projected variations to that quotient.

∗mcastri@mat.ucm.es
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This philosophy has been extended successfully to the realm of classical field theories
[12, 28] and, in particular, to covariant field theories [8, 10, 13, 22]. In contrast with the
instantaneous formalism, which regards the field theory as a sort of infinite dimensional
mechanical system (cf. [29]), in this work we utilize the covariant formalism. Here, the
configuration space of the theory is a fiber bundle Y → X, the objects under study are
sections of this bundle, and the phase space is the corresponding jet bundle J1Y → Y (see,
for example, [30]). The base manifold X can be a Lorentzian manifold (physically, the space-
time) or, for non-dynamical problems, any manifold. In this context, reduction is performed
when there is a Lie group G acting vertically on Y . This situation is sometimes known as
global symmetries or global gauge symmetries.

Nevertheless, there is a wide variety of problems in Field Theories where symmetries are
not global but local, that is, the action of the symmetry group depends on the point x ∈ X
where it is evaluated. This is also known as local gauge (or simply gauge) symmetry and its
geometric model is written in terms of a Lie group fiber bundle G → X acting fiberwisely
on the configuration bundle Y → X. The main instances of this framework are pure gauge
theories as Electromagnetism or Yang–Mills, where gauge transformations are sections of
T ∗X or the jet space of an adjoint bundle, respectively [24, 36]. It is impossible to grant
the appropriate importance to this kind of gauge theories both in Physics (as one of the
foundations of the models for fields) and in Differential Geometry (as the basic tool for the
constructions of a growing number of geometric and topological invariants). Interestingly,
these gauge theories posses a particular kind of reduction result in the celebrated theorem
of Utiyama [25, 49], also generalized to the setting of interaction [4]. The theorem proves
that gauge invariant Lagrangian densities only depend on the curvature (force), instead of
depending on the principal connection itself (potential). However, it is frustrating to see
that the standard field theory reduction scheme (Lagrange–Poincaré reduction) stemmed
from Geometric Mechanics does not cover gauge symmetries, a fact that has prevented the
gauge case from taking advantage of the rich geometric interpretations and constructions
that the powerful reduction program has provided so far (for example, geometric integrators
just to mention one of them).

This article addresses the construction of a general Lagrangian reduction procedure for
(covariant) field theories with local symmetries. The reduction of the variational principle
relies on the use of the generalized principal connections (see [15] or [23]), that is, Ehresmann
connections that are equivariant by the fiberwise action. Our theory of local symmetries
extends the classical case investigated in [22] for global symmetries. In some sense, we can
say that this is the culmination of the reduction program in its generality.

We organise the paper as follows. In Section 2, we recall the geometric tools needed to
develop our theory: fibered actions of Lie group fiber bundles, generalized principal connec-
tions, and the natural connections arising on the corresponding quotient bundles. Section
3 is devoted to studying the geometry of the reduced phase space, i.e., the quotient of the
first jet of the configuration bundle by the fibered action (see Figure 1). We have to note
that, given a Lie group bundle G → X acting on a bundle Y → X, the interesting first order
gauge Lagrangian densities are not invariant by the full jet bundle J1G but only by an affine
subbundle H ⊂ J1G projecting surjectively onto G. This is the case of all the important
examples one can find in the literature. This bundle H can be thought as a non-holonomic
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constraint in the nature of the derivatives of the symmetries, a subbundle that is usually
affine. The existence of this constraint is in the the core of the complexity of the theory
we develop here, since invariance under the full jet bundle J1G is in fact rather trivial (see
examples in §7.2 below). Next, in Section 4 we compute the reduced variations and we apply
it to the reduced Lagrangian, thus obtaining the main result of this work: the reduced field
equations. After that, in Section 5 we investigate the reconstruction condition, that is, the
additional equations that a solution of the reduced equations must satisfy to come from a
solution of the original problem. This necessary condition is a characteristic trait of reduc-
tion field theories that is absent in Classical Mechanics and it is written as the flatness of a
generalized connection. Furthermore, we relate part of the reduced equations (the so-called
vertical equation) with Noether theorem in Section 6 by showing that the conservation laws
derived from the gauge symmetries become part of the reduced equations themselves. Fi-
nally, in Section 7 we apply our theory in several contexts. We begin with classical reduction
in field theories (global symmetries) obtained as a particular case of the main result. We
follow with by reduction under the full jet symmetry. We continue with Electromagnetism
in vacuum as well as k-form Electromagnetism. EM is also analyzed in the case of symmetry
breaking of gauge theories when there is a product of groups. The last application works
with gauge invariance in the Yang–Mills setting. We describe the geometry of the reduced
space and, in particular, we get a new proof of Utiyama theorem from a reduction point
of view. In addition we get the reduced equations that, together with the reconstruction
condition, are the celebrated Yang–Mills equations for the appropriated Lagrangian density.
In fact, the reduction technique of this article sheds light to an uncomfortable situation that
Utiyama reduction does not fully explain: even though the reduced Lagrangian depends on
curvature only, the equations still depend on both curvature and connection. Surprisingly,
we prove that this is connected with the fact that the non-Abelian gauge symmetry is not
a free action and the reduction is, in principle, singular. There is not, even in Mechanics,
a well defined theory of Lagrangian singular reduction. The way to overcome this difficulty
is to enlarge the phase bundle (from the bundle of connections C(P ) of a principal bundle
P → X to its 1-jet bundle J1P ) before reduction. It turns out that the reduced phase
bundle comprises both connections and curvature and hence the equations as well. But the
elimination of that augmented geometry after reduction (in a sort of unreduction-reduction
process) gives that the Lagrangian does not depend on the connection, without eliminating
that dependence in the equations.

This article opens new interesting questions for future work. First, even though the
main gauge examples we know have symmetries defined by an affine subbundle, we think
that the comprehension of reduction by any subbundle H ⊂ J1G is still a valuable topic.
The generalization to higher order cases would also be of much interest, a question that is
connected with higher order gauge theories (for example, see [20]). Furthermore, it would
be interesting to connect the reduction approach in this work with some constructions of
curved gauge theories ( [23, 33]). The singular actions in these cases could be tackled again
with the unreduction-reduction idea used for Yang–Mills in §7.6. Finally, the construction
of variational integrators (see, for example, [5, 6, 38, 39] for Mechanics or [18, 50] for Field
Theories) in gauge theories with reduction is a big goal that will require a careful analysis
of the discrete analogs of the objects in the article.
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J1Y

(J1Y ) /H J1(Y/G)︸ ︷︷ ︸ (T ∗X ⊗ g)φ,H︸ ︷︷ ︸
Y
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X

∼ ×Y/G
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s
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s

Figure 1: The reduced phase, i.e., the quotient of the original phase space, J1Y , by the
subbundle H ⊂ J1G, is identified with an affine bundle over the fibered quotient Y/G.
In particular, the reduced section is split into the horizontal and vertical parts: [j1s]H ≃
(j1σs, s).

In the following, every manifold or map is assumed to be smooth, meaning C∞, unless
otherwise stated. In addition, every fiber bundle πY,X : Y → X is assumed to be locally
trivial and is denoted by πY,X . Given x ∈ X, Yx = π−1

Y,X({x}) denotes the fiber over x. The
space of (smooth) global sections of πY,X is denoted by Γ(πY,X). In particular, vector fields
on a manifold X are denoted by X(X) = Γ(πTX,X), where TX is the tangent bundle of
X. Likewise, the space of local sections on an open set U ⊂ X is denoted by Γ(U , πY,X).
The tangent map of a map f ∈ C∞(X,X ′) between the manifolds X and X ′ is denoted by
(df)x : TxX → Tf(x)X

′ for each x ∈ X. In the same vein, the pull-back of α ∈ Ωk(X ′) is
denoted by f ∗α ∈ Ωk(X) and its exterior derivative is denoted by dα ∈ Ωk+1(X ′). When
working in local coordinates, we assume the Einstein summation convention for repeated
indices. A compact interval will be denoted by I = [a, b].

2 Preliminaries

This section is devoted to introducing the main geometric tools used in the forthcoming
development. In particular, the theory of generalized principal bundles and connections is
an essential point. We refer the reader to [15] (see also [23]) for a complete exposition of this
topic.

4



2.1 Actions of Lie group bundles

A Lie group fiber bundle with typical fiber a Lie group G is a fiber bundle πG,X : G → X
such that for any point x ∈ X the fiber Gx is equipped with a Lie group structure and there
is a neighborhood U ⊂ X and a diffeomorphism U ×G → π−1

G,X(U) preserving the Lie group
structure fiberwisely.

Note that the map 1 : X → G that assigns the identity element 1x ∈ Gx to each x ∈ X is
a global section (called the unit section) of πG,X . Any Lie group bundle defines a Lie algebra
bundle πg,X : g→ X as the vector bundle whose fiber gx at each x ∈ X is the Lie algebra of
Gx. That is, g = 1∗(V G), where V G ⊂ TG is the vertical bundle of πG,X , i.e. the kernel of
(πG,X)∗. We consider subgroups of Lie group bundles in the following sense.

Definition 2.1. A Lie group subbundle of a Lie group bundle πG,X : G → X is a Lie group
bundle πH,X : H → X such that H is a submanifold of G and Hx is a Lie subgroup of Gx for
each x ∈ X. It is said to be closed if Hx is a closed Lie subgroup of Gx for every x ∈ X.

Let πY,X be a fiber bundle and πG,X be a Lie group fiber bundle. We denote by Y ×X G
the corresponding fibered product, which is also a fiber bundle over X.

Definition 2.2. A right fibered action of πG,X on πY,X is a bundle morphism Φ : Y ×X G →
Y covering the identity idX such that Φ(y, hg) = Φ(Φ(y, h), g) and Φ(y, 1x) = y, for all
(y, g), (y, h) ∈ Y ×X G, πG,X(y) = x.

Remark 2.1. The notion of a left action Φ : G×X Y → Y is as above but with the condition
Φ(hg, y) = Φ(h,Φ(g, y)). However, if it is not explicitly indicated, all action considered in
this article will be right actions. The results for left action would be completely analogous.

For the sake of simplicity, we will denote Φ(y, g) = y · g and we will say that πG,X
acts fiberwisely on the right on πY,X . Note that it induces a right action on each fiber,
Φx = Φ|Yx×Gx : Yx × Gx → Yx. The fibered action is said to be free if y · g = y for some
(y, g) ∈ Y ×X G implies that g = 1x, x = πY,X(y). In the same way, it is said to be proper
if the bundle morphism Y ×X G ∋ (y, g) 7→ (y, y · g) ∈ Y ×X Y is proper. If Φ is free and
proper, so is each action Φx, since the fibers of a bundle are closed.

As the fibered action is vertical (i.e. it covers the identity idX), we may regard the
quotient space Y/G as the disjoint union of the quotients of the fibers by the induced actions,
that is,

Y/G =
⊔
x∈X

Yx/Gx = {[y]G = (x, [y]Gx) : x ∈ X, y ∈ Yx} .

The following diagram is commutative:

Y X,

Y/G

πY,X

πY,Y/G πY/G,X

y x

[y]G
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Proposition 2.1. If πG,X acts on πY,X freely and properly, then Y/G admits a unique smooth
structure such that

(i) πY,Y/G is a fiber bundle with typical fiber G.

(ii) πY/G,X is a fibered manifold, i.e. a surjective submersion.

If we fix x ∈ X, y0 ∈ Yx and g0 ∈ Gx, we can consider the maps

Φy0 : Gx → Yx, g 7→ y0 · g; Φg0 : Yx → Yx, y 7→ y · g0.

In the same way, denote by Lg0 : Gx → Gx and Rg0 : Gx → Gx the left and right multiplication
by g0 ∈ Gx, respectively. Infinitesimal generators (or fundamental fields) are defined in the
same fashion as in classical actions of Lie groups. Namely, for each ξ belonging to the Lie
algebra gx of Gx, then ξ∗ ∈ X(Yx) is defined as

ξ∗y =
d

dt

∣∣∣∣
t=0

y · exp(tξ) = (dΦy)1x(ξ), y ∈ Yx. (1)

Fundamental vector fields are πY,Y/G-vertical, i.e. ξ∗y ∈ VyY for each y ∈ Yx, where V Y =
ker (πY,Y/G)∗ is the vertical bundle of πY,Y/G. Of course, they are also πY,X-vertical.

Lemma 2.1. Let πg,X be the Lie algebra bundle of πG,X . The following map is a vertical
isomorphism of vector bundles over Y :

Y ×X g→ V Y, (y, ξ) 7→ ξ∗y . (2)

In addition, for any (g, ξ) ∈ G ×X g, we have (Φg)∗(ξ
∗) = Adg−1(ξ)∗.

2.2 Lie group bundle connections

Recall that an Ehresmann connection (for example see [32]) on a fiber bundle πZ,X : Z → X is
a fiber map TZ → V Z = ker(πZ,X)∗ such that its restriction to V Z is the identity. Similarly,
we can regard an Ehresmann connection as a distribution HZ ⊂ TZ complementary to V Z.
Finally, an Ehresmann connection is also a section of the jet bundle πJ1Z,Z : J1Z → Z. In
the case where πG,X is a Lie group bundle, an Ehresmann connection ν : TG → V G can be
also regarded as a linear bundle map (denoted by the same letter for the sake of simplicity):

ν : TG → g, Ug 7→ (dRg−1)
g
(ν(Ug)).

Definition 2.3. A Lie group bundle connection on πG,X is an Ehresmann connection ν :
TG → g satisfying

(i) ker ν1x = (d1)x(TxX) for each x ∈ X.

(ii) For every (g, h) ∈ G ×X G and (Ug, Uh) ∈ TgG ×TxX ThG, x = πG,X(g), then:

ν
(
(dM)(g,h)(Ug, Uh)

)
= ν(Ug) + Adg (ν(Uh)) ,

where M : G ×X G → G is the fiber multiplication map.
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The geometric interpretation of Lie group bundle connections is provided by the following
results. We denote by ν

∣∣∣∣ the parallel transport associated to ν and by Horνg : TxX → TgG
its horizontal lift at any g ∈ G, x = πG,X(g).

Proposition 2.2. Let ν be an Ehresmann connection on πG,X such that ker ν1x = (d1)x(TxX)
for each x ∈ X. Then ν is a Lie group connection if and only if for any curve x : I → X
we have

ν
∣∣∣∣x(b)

x(a)
(gh) =

(
ν
∣∣∣∣x(b)
x(a)

g
)(

ν
∣∣∣∣x(b)
x(a)

h
)
, g, h ∈ Gx(a).

Consequently,
ν
∣∣∣∣x(b)

x(a)
g−1 =

(
ν
∣∣∣∣x(b)

x(a)
g
)−1

, ν
∣∣∣∣x(b)
x(a)

1x(a) = 1x(b).

Proposition 2.3. Let ν be an Ehresmann connection on πG,X and consider the corresponding
jet section ν̂ ∈ Γ(πJ1G,G). Then ν is a Lie group bundle connection if and only if

(i) ν̂ ◦ 1 = j11 = d1, and

(ii) ν̂ : G → J1G is a Lie group bundle morphism with respect to the natural Lie group
bundle structure of J1G, that is, ν̂(gh) = ν̂(g) ν̂(h) for each (g, h) ∈ G ×X G.

Lie group connections induce linear connections on the corresponding Lie algebra (vector)
bundle.

Proposition 2.4. Let x : I → X be a smooth curve. Then the map g
∣∣∣∣x(b)

x(a)
: gx(a) → gx(b)

defined as
g
∣∣∣∣x(b)

x(a)
ξ =

d

dϵ

∣∣∣∣
ϵ=0

ν
∣∣∣∣x(b)
x(a)

exp(ϵ ξ), ξ ∈ gx(a),

is a linear parallel transport on πg,X .

Denoting by ∇g the linear connection corresponding to this parallel transport g
∣∣∣∣, it can

be checked that
∇gξ =

d

dt

∣∣∣∣
t=0

ν ◦ d exp(tξ), ξ ∈ Γ(πg,X). (3)

2.3 Generalized principal connections

Let πY,X : Y → X a fiber bundle on which a Lie group bundle πG,X : G → X acts freely and
properly on the right. We denote by Φ : Y ×X G → Y the fibered action.

Definition 2.4. Let ν be a Lie group bundle connection on the Lie group bundle on π : G →
X. A generalized principal connection on πY,Y/G associated to ν is a form with values in the
Lie algebra bundle1 ω ∈ Ω1(Y, g) satisfying:

(i) (Complementarity) ωy(ξ
∗
y) = ξ for every (y, ξ) ∈ Y ×X g.

1In fact, ω takes values on the vector bundle πY×Xg,Y , which is the pull-back of πg,X by πY,X . Abusing
the notation, we denote the pull-back bundle by the same symbol.
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(ii) (Ad-equivariance) For each (y, g) ∈ Y ×XG and (Uy, Ug) ∈ TyY ×TxXTgG, x = πY,X(y),
then:

ωy·g
(
(dΦ)(y,g)(Uy, Ug)

)
= Adg−1 (ωy(Uy) + ν(Ug)) .

We denote by Horωy : T[y]G(Y/G) → TyY the horizontal lifting given by ω at y ∈ Y . The
next result gives a geometric interpretation of the above definition in terms of the parallel
transports ν

∣∣∣∣ and ω
∣∣∣∣, in the same vein as Proposition 2.2 above.

Proposition 2.5. Let ν be a Lie group bundle connection on πG,X and ω ∈ Ω1(Y, g) be an
Ehresmann connection on πY,Y/G. Then ω is a generalized principal connection associated to
ν if and only if for any curve γ : I → Y/G, the corresponding parallel transports satisfy

ω
∣∣∣∣γ(t)

γ(a)
(y · g) =

(
ω
∣∣∣∣γ(t)

γ(a)
y
)
·
(
ν
∣∣∣∣x(t)
x(a)

g
)
, g ∈ Gx(a), y ∈ Yγ(a), t ∈ I,

where x = πY/G,X ◦ γ.

The cuvature of ω (see, for example [32, §9.4]) is the 2-form Ω ∈ Ω2(Y, g) defined as:

Ω(U1, U2) = −ω ([U1 − ω(U1)
∗, U2 − ω(U2)

∗]) , U1, U2 ∈ X(Y ).

The linear connection ∇g on πg,X enables us to express the curvature as follows.

Proposition 2.6. Let dg be the exterior covariant derivative2 associated to ∇g. Then

Ω (U1, U2) = dg ω
(
Uh
1 , U

h
2

)
, U1, U2 ∈ X(Y ).

The (generalized) adjoint bundle of the action of πY,X is defined to be the quotient
g̃ = (Y ×X g)/G by the (right) fibered action

(Y ×X g)×X G → Y ×X g, ((y, ξ), g) 7→ (y · g,Adg−1(ξ)) , (4)

where Adg ∈ End(gx) denotes the adjoint representation of Gx, where x = πG,X(g). It is
a vector bundle over Y/G equipped with a Lie algebra bundle structure. As in the case of
(standard) principal connections, it is possible to regard the curvature as a 2-form on the
base space Y/G with values in g̃.

Definition 2.5. The reduced curvature of ω is the 2-form Ω̃ ∈ Ω2 (Y/G, g̃) given by

Ω̃[y]G (U1, U2) =
[
y,Ωy

(
Horωy (U1), Horωy (U2)

)]
G

for each [y]G ∈ Y/G and U1, U2 ∈ T[y]G(Y/G), where y ∈ Y is such that πY,Y/G(y) = [y]G.

2The exterior covariant derivative of a linear connection ∇E on a vector bundle πE,X is an operator in
the family of E-valued forms on X, dE : Ωk(X,E) → Ωk+1(X,E). For a 1-form α ∈ Ω1(X,E) it is given by

dEα(U1, U2) = ∇E
U1
(α(U2))−∇E

U2
(α(U1))− α([U1, U2]), U1, U2 ∈ X(X).
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The reduced curvature is well-defined, i.e. it does not depend on the choice of y ∈ Y .
Indeed, let g ∈ Gx, where x = πY,X(y), ui = (dπY/G,X)[y]G(Ui) ∈ TxX for i = 1, 2 and
γ ∈ Γ(πG,X) be such that γ(x) = g and νγ(x) ◦ (dγ)x = 0. Using [15, Proposition 3.10] we
obtain

Horωy·g(Ui) = (dΦ)(y,g)
(
Horωy (Ui), (dγ)x(ui)

)
, i = 1, 2.

Hence, we have[
y · g,Ωy·g

(
Horωy·g(U1), Horωy·g(U2)

)]
G =

[
y · g,−ωy·g

([
Horωy·g(U1), Horωy·g(U2)

])]
G

=
[
y · g,−ωy·g

([
(dΦ)(y,g)

(
Horωy (U1), (dγ)x(u1)

)
, (dΦ)(y,g)

(
Horωy (U2), (dγ)x(u2)

)])]
G

(⋆)
=

[
y · g,−ωy·g

(
(dΦ)(y,g)

([
Horωy (U1), Horωy (U2)

]
, [(dγ)x(u1), (dγ)x(u2)]

))]
G

=
[
y · g,−ωy·g

(
(dΦ)(y,g)

([
Horωy (U1), Horωy (U2)

]
, (dγ)x ([u1, u2])

))]
G

=
[
y · g,−Adg−1

(
ωy

([
Horωy (U1), Horωy (U2)

]))]
G

=
[
y,−ωy

([
Horωy (U1), Horωy (U2)

])]
G

=
[
y,Ωy

(
Horωy (U1), Horωy (U2)

)]
G ,

(5)
where we have used that [(dγ)x(u1), (dγ)x(u2)] = (dγ)x ([u1, u2]).

3 Geometry of the reduced configuration space

A Lie group bundle connection, regarded as a section ν̂ : G → J1G, provides an identification
of the affine bundle J1G → G with its model vector bundle T ∗X ⊗V G ≃ G ×X (T ∗X ⊗ g). If
the Lie group bundle connection is regarded as a 1-form ν taking values in g, the identification
is given explicitly as

Θν : J1G → G ×X (T ∗X ⊗ g), j1xη 7→ (η(x), ν ◦ (dη)x) . (6)

We can transfer the Lie group bundle structure of J1G → X (for example, cf. [24, §3,
Theorem 1]) via the above identification, as

(g, ξx) (h, ηx) = (gh, ξx +Adg ◦ηx), (g, ξx), (h, ηx) ∈ Gx × (T ∗
xX ⊗ gx), x ∈ X.

Note that the identity element is (1x, 0x) ∈ G ×X (T ∗X ⊗ g).
Assumption. Henceforth, let πY,X be a fiber bundle on which πG,X acts fiberwisely, freely
and properly, and πH,X be a closed Lie group subbundle H ⊂ J1G of πJ1G,X such that
πJ1G,G(H) = G. Besides, we suppose that πH,G is an affine subbundle of πJ1G,G. Identification
(6) enables us to regard

Θν(H) ⊂ G ×X (T ∗X ⊗ g),
We denote Θν(H) by the same symbol, H, since the context will clarify the distinction
between the two objects. Then H ⊂ G ×X (T ∗X ⊗ g) is both a closed Lie group subbundle
over X and an affine subbundle over G.

Let us consider a bundle morphism

φ : G → T ∗X ⊗ g (7)
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such that (g, φ(g)) ∈ H for each g ∈ G and3 φ(1x) = 0x for each x ∈ X. We utilize this
map to set an origin of each fiber of πH,G : H → G; namely, (g, φ(g)) ∈ Hg for each g ∈ G.
Such morphism is not unique, but given one choice, we may identify each affine subspace
Hg ⊂ {g}× (T ∗

xX⊗ gx), where x = πG,X(g), with some vector subspace. The following result
ensures that this vector subspace only depends on the point of the base space x ∈ X.

Proposition 3.1. Let H ⊂ J1G be a closed Lie group subbundle of πJ1G,X and an affine
subbundle of πJ1G,G, and let φ : G → T ∗X ⊗ g as in (7). By taking into account the
identification (6), there exists a vector subbundle H ⊂ T ∗X ⊗ g such that

H = {(g, η̂x) ∈ G ×X (T ∗X ⊗ g) | η̂x = φ(g) + ηx, ηx ∈ Hx} .

Furthermore, H is Ad-invariant, i.e., Adg(Hx) ⊂ Hx for each x ∈ X and g ∈ Gx.

Proof. Let g ∈ G and x = πG,X(g) ∈ X. Since Hg ⊂ {g} × (T ∗
xX ⊗ gx) is an affine subspace,

we may write Hg = {g}×(φ(g)+Hg) for certain vector subspace Hg ⊂ T ∗
xX⊗gx. In addition,

Hx ⊂ Gx × (T ∗
xX ⊗ gx) is a Lie subgroup, whence

(1x, ηx) · (g, φ(g)) = (g, φ(g) + ηx) ∈ Hg, ηx ∈ H1x .

Hence, Hg = H1x and we denote Hx ≡ H1x . We thus define H =
⊔

x∈X Hx → X.

For the second part, observe that for each ηx ∈ Hx and g ∈ Gx we have

(g, φ(g))(1x, ηx) = (g, φ(g) + Adg ◦ηx) ∈ Hg.

Note that, as a vector subbundle, we may consider the corresponding quotient, (T ∗X ⊗
g)/H, which is again a vector bundle over X. We denote the corresponding elements by [ξx]H.

Lemma 3.1. The map φ : G → T ∗X ⊗ g introduced in (7) satisfies

[φ(gh)]H = [φ(g) + Adg ◦φ(h)]H , g, h ∈ Gx, x ∈ X.

Proof. We have that

(g, φ(g)) · (h, φ(h)) = (gh, φ(g) + Adg ◦φ(h)) ∈ Hgh.

Hence, φ(g) + Add ◦φ(h)− φ(gh) ∈ Hx and we conclude.

As in the previous section, let πY,X : Y → X be a fiber bundle on which πG,X : G → X
acts freely and properly. Let us define the following map:

Φφ : (Y ×X (T ∗X ⊗ g)/H)×X G → Y ×X (T ∗X ⊗ g)/H
((y, [ξx]H), g) 7→ (y · g, [Adg−1 ◦(ξx + φ(g))]H) .

(8)

3Observe that (1x, 0x) ∈ H1x , since H ⊂ G ×X (T ∗X ⊗ g) is a Lie group subbundle (over X).
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Remark 3.1. If the action of G on Y is left, then the map (8) should be

Φφ : G ×X (Y ×X (T ∗X ⊗ g)/H) → Y ×X (T ∗X ⊗ g)/H
(g, (y, [ξx]H)) 7→ (g · y, [Adg ◦ξx + φ(g)]H) .

(9)

Thanks to the Ad-invariance of H, the map (8) is well-defined. Moreover, a straightfor-
ward computation shows that it is a (free and proper) right fibered action. As a result, we
may consider the corresponding quotient, which is a fiber bundle over Y/G:

(T ∗X ⊗ g)φ,H =
Y ×X (T ∗X ⊗ g)/H

Φφ

. (10)

The elements of this quotient are denoted by Jy, ξxKH,φ, where y ∈ Yx, ξx ∈ (T ∗X ⊗ g)x and
x ∈ X. Analogously, we have the fibered action given by (8) with φ = 0, which yields the
quotient

(T ∗X ⊗ g)0,H =
Y ×X (T ∗X ⊗ g)/H

Φ0

.

Proposition 3.2. In the above conditions, the following statements are true:

(i) (T ∗X ⊗ g)0,H → Y/G is a vector bundle.

(ii) (T ∗X ⊗ g)φ,H → Y/G is an affine bundle modelled on (T ∗X ⊗ g)0,H → Y/G.

Proof. For (i), it is easy to check that the following operations are well-defined:

Jy, ξxKH,0 + Jy, ζxKH,0 = Jy, ξx + ζxKH,0, λJy, ξxKH,0 = Jy, λξxKH,0,

for each Jy, ξxKH,0, Jy, ζxKH,0 ∈ (T ∗X ⊗ g)0,H and λ ∈ R. Likewise, for (ii), the following map
is well-defined:

Jy, ξxKH,φ + Jy, ζxKH,0 = Jy, ξx + ζxKH,φ,

for each Jy, ξxKH,φ ∈ (T ∗X ⊗ g)φ,H and Jy, ζxKH,0 ∈ (T ∗X ⊗ g)0,H.

Remark 3.2. Observe that, given a Lie group subbundle H ⊂ J1G, the map φ : G → T ∗X⊗g
is not unique. Furthermore, H ⊂ G ×X (T ∗X ⊗ g) is a vector subbundle over G (that is,
(T ∗X ⊗ g)φ,H = (T ∗X ⊗ g)0,H) if and only we can choose the map φ = 0. This is equivalent
to the condition ν̂(G) ⊂ H when we regard H as a Lie group subbundle of J1G.

Even though the case φ = 0 is very relevant in examples, in the following we will assume
that φ does not necessarily vanish.

Analogous to the adjoint bundle defined in (4), we can consider the tensor product T ∗X⊗g̃
as the quotient

T ∗X ⊗ g̃ = Y ×X (T ∗X ⊗ g)
G

→ Y/G

by letting G act trivially on T ∗X. As the vector subbundle H ⊂ T ∗X ⊗ g obtained in
Proposition 3.1 is Ad-equivariant, the action of G on Y ×X (T ∗X ⊗ g) restricts to Y ×X H
and we may consider the corresponding quotient:

H̃ =
Y ×X H

G
⊂ T ∗X ⊗ g̃→ Y/G. (11)
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In addition, πH̃,Y/G is a vector subbundle of πT ∗X⊗g̃,Y/G, so it makes sense to consider the
corresponding quotient vector bundle, (T ∗X ⊗ g̃)/ H̃, whose elements are denoted by Jy, ξxKH̃,
where y ∈ Yx, ξx ∈ (T ∗X ⊗ g)x and x ∈ X. Moreover, it is easily seen to be isomorphic to
(T ∗X ⊗ g)0,H.

Lemma 3.2. In the above conditions, we have the following isomorphism of vector bundles
over Y/G,

T ∗X ⊗ g̃
H̃

≃ Y ×X (T ∗X ⊗ g)/H
Φ0

= (T ∗X ⊗ g)0,H.

On the other hand, the first jet extension of the fibered action Φ is a right fibered action
of πJ1G,X on πJ1Y,X :

Φ(1) : J1Y ×X J1G → J1Y,
(
j1xs, j

1
xγ

)
7→ j1x(Φ(s, γ)), (12)

where, for (local) sections s ∈ Γ(πY,X) and γ ∈ Γ(πG,X), we have the (local) section
Φ(s, γ)(x) = Φ(s(x), γ(x)), x ∈ X. If we regard 1-jets as tangent maps of sections at a
point, that is, j1xs ≡ (ds)x and j1xγ ≡ (dγ)x, we can regard Φ1 as

Φ(1)(j1xs, j
1
xγ) = (dΦ)(s(x),γ(x)) ◦ (dsx, dγx) : TxX → Ts(x)·γ(x)Y.

The following result studies the geometry of the quotient of πJ1Y,X by the fibered action
(12) when restricted to the Lie group subbundle H ⊂ J1G.

Theorem 3.1. Let ω ∈ Ω1(Y, g) be a generalized principal connection on πY,Y/G associated
to a Lie group connection ν on πG,X and consider a Lie group subbundle H ⊂ J1G as in
Proposition 3.1. Then the following map is a bundle isomorphism over Y/G:

(J1Y ) /H → J1(Y/G)×Y/G (T ∗X ⊗ g)φ,H
[j1xs]H 7→

(
j1xσs,

q
s(x), ωs(x) ◦ (ds)x

y
H,φ

)
,

(13)

where σs = [s]G = πY,Y/G ◦ s ∈ Γ(πY/G,X).

Proof. For j1xs ∈ J1Y and j1xη ∈ H, let s and η be (local) sections defining those jet
elements. On one hand, it is clear that σΦ(s,η) = σs. On the other, by (6) we have j1xη ≃
(η(x), ν ◦ (dη)x) ∈ H, whence ν ◦ (dη)x = φ(η(x))+ ηx for some ηx ∈ Hx, by Proposition 3.1.
Therefore,

q
Φ(s, η)(x), ωΦ(s,η)(x) ◦ (dΦ(s, η))x

y
H,φ

=
q
s(x) · η(x), ωs(x)·η(x) ◦ (dΦ)(s(x),η(x)) ◦ ((ds)x, (dη)x)

y
H,φ

=
q
s(x) · η(x),Adη(x)−1

(
ωs(x) ◦ (ds)x + ν ◦ (dη)x

)y
H,φ

=
q
s(x), ωs(x) ◦ (ds)x + ηx

y
H,φ

=
q
s(x), ωs(x) ◦ (ds)x

y
H,φ

.
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Subsequently, the map is well-defined. A straightforward computation shows that the inverse
map is

J1(Y/G)×Y/G (T ∗X ⊗ g)φ,H →
(
J1Y

)
/H,

(
j1xσ, Jy, ξxKH,φ

)
7→

[
Horωy ◦ (dσ)x + (ξx)

∗
y

]
H
,

where Horωy : T[y]G(Y/G) → TyY is the horizontal lifting given by ω at y ∈ Y . Observe that
it is well-defined thanks to [15, Lemma 3.1, Proposition 3.10].

3.1 Connections on the reduced spaces

Let ω be a generalized principal connection on πY,Y/G associated to a Lie group connection ν
on πG,X and ∇X be a linear connection on πTX,X . These connections induce a linear connec-
tion on the vector bundle πg̃,Y/G, and an affine connection on the affine bundle π(T ∗X⊗g)φ,H,Y/G
as follows. Consider the linear connection ∇g on πg,X induced by ν (cf. Proposition 2.4).
As above, denote by ν

∣∣∣∣, g∣∣∣∣ and ω
∣∣∣∣ the corresponding parallel transports. It is easy to

check from the definition that the connections ν and ∇g satisfy the following compatibility
relation:

g
∣∣∣∣x(b)

x(a)
Adg(ξ) = Adν ||x(b)

x(a)
g

(
g
∣∣∣∣x(b)
x(a)

ξ
)
, g ∈ Gx(a), ξ ∈ gx(a), (14)

for every curve x : I → X. This and Proposition 2.5 ensure that the following parallel
transport is well-defined.

Proposition 3.3. The assignment sending any curve γ : I → Y/G to the map

g̃
∣∣∣∣γ(b)

γ(a)
: g̃γ(a) → g̃γ(b), [y, ξ]G 7→

[
ω
∣∣∣∣γ(b)
γ(a)

y, g
∣∣∣∣x(b)
x(a)

ξ
]
G
,

is a linear parallel transport on πg̃,Y/G, where x = πY/G,X ◦ γ.

We denote by ∇g̃ the corresponding linear connection on πg̃,Y/G and by ∇g̃/dt the corre-
sponding covariant derivative.

Lemma 3.3. Let ∇H be a linear connection on πH,X . The assignment sending a curve
x : I → X to the map

H
∣∣∣∣x(b)

x(a)
: Hx(a) → Hx(b),

H
∣∣∣∣x(b)

x(a)
(g, φ(g) + ηx(a)) =

(
ν
∣∣∣∣x(b)
x(a)

g, φ
(
ν
∣∣∣∣x(b)
x(a)

g
)
+ H

∣∣∣∣x(b)
x(a)

ηx(a)

)
,

for each (g, φ(g) + ηx(a)) ∈ Hx(a) is a parallel transport on πH,X .

In the same vein, a parallel transport may be defined on H = G ×X H → X as follows,

H
∣∣∣∣x(b)

x(a)
: Hx(a) → Hx(b),

H
∣∣∣∣x(b)
x(a)

(g, ηx(a)) =
(
ν
∣∣∣∣x(b)
x(a)

g, H
∣∣∣∣x(b)
x(a)

ηx(a)

)
.

Now we extend ∇H to a linear connection ∇⊗ on T ∗X ⊗ g that is compatible with ν, i.e.,
the relation (14) holds for ⊗

∣∣∣∣ instead of g
∣∣∣∣. Similarly, ∇⊗ is said to be compatible with φ if

it satisfies
⊗∣∣∣∣x(b)

x(a)
φ(g) = φ

(
ν
∣∣∣∣x(b)

x(a)
g
)
, g ∈ Gx(a), (15)
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for each curve x : I → X. Henceforth, we assume that ∇⊗ is compatible with ν and φ. We
are ready to define a linear connection on the reduced bundle.

Proposition 3.4. The assignment that each curve γ : I → Y/G corresponds to the map∣∣∣∣γ(b)
γ(a)

: ((T ∗X ⊗ g)φ,H)γ(a) → ((T ∗X ⊗ g)φ,H)γ(b) , Jy, ξxKH,φ 7→
r
ω
∣∣∣∣γ(b)
γ(a)

y, ⊗
∣∣∣∣x(b)
x(a)

ξx

z

H,φ
,

where x = πY/G,X ◦ γ, is an affine parallel transport on π(T ∗X⊗g)φ,H,Y/G.

Proposition 2.5, Equation (14), together with the Ad-invariance of H and (15), guarantee
that it is well-defined. Besides, it is affine thanks to the linearity of ∇⊗. We denote by ∇ the
affine connection on π(T ∗X⊗g)φ,H,Y/G associated to

∣∣∣∣ and by ∇/dt the corresponding covariant
derivative.

4 Reduction of the variational principle

4.1 Calculus of variations and reduced Lagrangian

Let πY,X : Y → X be a fiber bundle. A (first order) Lagrangian density on πY,X is a bundle
morphism

L : J1Y →
∧n T ∗X

covering the identity on X, where n = dimX. Assuming that X is orientable and v ∈ Ωn(X)
is a volume form, we can write L = Lv for certain L : J1Y → R called Lagrangian.

Henceforth, we suppose that X is compact for simplicity. The action functional defined
by L is

S(s) =
∫
X

L
(
j1s

)
, s ∈ Γ (πY,X) .

A variation of a section s ∈ Γ (πY,X) is a smooth 1-parameter family

{st} = {st ∈ Γ (πY,X) : t ∈ (−ϵ, ϵ)}

such that s0 = s. The vector field δs = dst/dt|t=0 ∈ Γ (πs∗TY,X) along s is called the
infinitesimal variation. In what follows, we consider only πY,X-vertical variations, that is,
dπY,X ◦ δs = 0.

Definition 4.1. A section s ∈ Γ (πY,X) is critical for the variational problem defined by L
if the variation of the corresponding action functional4 vanishes for every vertical variation
of s, that is,

δS(s) =
d

dt

∣∣∣∣
t=0

S(st) =
d

dt

∣∣∣∣
t=0

∫
X

L
(
j1st

)
= 0, ∀δs ∈ Γ (πs∗TY,X) .

4The variation of S only depends on the infinitesimal variation. This means that if {st} and {s′t} are two
variations of s such that δs = δs′, then dS(st)/dt|t=0 = dS(s′t)/dt|t=0.
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The section s ∈ Γ (πY,X) is critical for S if and only if it satisfies the Euler–Lagrange
equations for the Lagrangian L, i.e. EL(L) (j2s) = 0, where EL(L) : J2Y → V ∗Y =
(ker dπY,X)

∗ is the Euler–Lagrange operator (see [13, §2.4]). We now pick a closed, affine,
Lie group subbundle H ⊂ J1G as in Proposition 3.1, and we assume that L is H-invariant,
i.e., we have

L
(
Φ(1)

(
j1xs, j

1
xη
))

= L
(
j1xs

)
, ∀

(
j1xs, j

1
xη
)
∈ J1Y ×X H.

This enables us to define the dropped or reduced Lagrangian as

l :
(
J1Y

)
/H → R, [j1xs]H 7→ l

([
j1xs

]
H

)
= L

(
j1xs

)
.

Let ω ∈ Ω1(Y, g) be a generalized principal connection on πY,Y/G associated to a Lie group
connection ν on πG,X , and choose a map φ : G → T ∗X ⊗ g for the Lie group subbundle H
as in Proposition 3.1. Thanks to Theorem 3.1, we may regard the reduced Lagrangian as
defined on J1(Y/G)×Y/G (T

∗X⊗g)φ,H. Given s ∈ Γ (πY,X), the corresponding reduced section
is

s = Js, s∗ωKH,φ ∈ Γ
(
π(T ∗X⊗g)φ,H,X

)
.

Observe that the projection π(T ∗X⊗g)φ,H,Y/G ◦s is nothing but the quotient section σs = [s]G =

πY,Y/G ◦ s ∈ Γ
(
πY/G,X

)
. The whole situation is summarized in Figure 1.

A variation {st} of s induces a variation {st = Jst, s∗tωKH,φ} of the reduced section s =
Js, s∗ωKH,φ. By construction, L (j1st) = l (j1(σs)t, st) for every t ∈ (−ϵ, ϵ). Therefore:

d

dt

∣∣∣∣
t=0

∫
X

L
(
j1st

)
v =

d

dt

∣∣∣∣
t=0

∫
X

l
(
j1(σs)t, st

)
v. (16)

Remark 4.1. The calculus of variations described above is straightforwardly extended to a
non-compact base manifold X by considering compactly supported variations. In other words,
given a section s ∈ Γ(πY,X), the only variations δs of s allowed are those satisfying

{x ∈ X : δs(x) ̸= 0} ⊂ U

for some open subset U ⊂ X with compact closure U . Observe that, in particular δs = 0 on
the boundary ∂U .

4.2 Reduced variations on (T ∗X ⊗ g)φ,H

In this section we compute the variation δs of the reduced section s ∈ Γ(π(T ∗X⊗g)φ,H,X)
induced by a variation δs of an unreduced section s ∈ Γ(πY,X). More particularly, we are
first interested in the vertical part

δ∇s(x) = δs(x)v =
∇st(x)

dt

∣∣∣∣
t=0

, x ∈ X,

of that reduced variation with respect to the connection ∇ on π(T ∗X⊗g)φ,H,Y/G built in Propo-
sition 3.4. For that, we analyze below the corresponding expression of δ∇s when the variation
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δs = dst/dt|t=0 is vertical or horizontal with respect to ω. By linearity, the expression of δ∇s
will be the combination of both terms. In addition, since (T ∗X ⊗ g)φ,H → Y/G is an affine
bundle, we will identify the tangent space of each fiber with the associated vector space, i.e.,

Vy ((T
∗X ⊗ g)φ,H) = Ty

(
((T ∗X ⊗ g)φ,H)σ

)
= ((T ∗X ⊗ g)0,H)σ ,

for each y ∈ (T ∗X ⊗ g)φ,H, where σ = π(T ∗X⊗g)φ,H,Y/G(y) ∈ Y/G. Analogously, the restriction
of the tangent map of φ : G → T ∗X ⊗ g to g = 1∗(V G) yields the following morphism of
vector bundles,

φ∗ = dφ|g : g→ T ∗X ⊗ g.

Lemma 4.1. If {st} is a πY,Y/G-vertical variation, that is, δs = ξ∗s for some ξ ∈ Γ(πg,X),
then we can suppose that it is of the form st = s · exp(t ξ). In that case,

d

dt

∣∣∣∣
t=0

Adexp(t ξ) ◦ (s∗tω + φ(exp(−t ξ))) = ∇gξ − φ∗ξ.

Proof. The first statement is because the variation of the functional only depends on the
infinitesimal variation. For the second part, we have

d

dt

∣∣∣∣
t=0

Adexp(t ξ) ◦s∗tω =
d

dt

∣∣∣∣
t=0

s∗tω +
d

dt

∣∣∣∣
t=0

Adexp(t ξ) ◦s∗ω

=
d

dt

∣∣∣∣
t=0

ωΦ(s,exp(t ξ))

(
(dΦ)(s,exp(t ξ)) (ds, d exp(t ξ))

)
+ ad(ξ)(s∗ω)

=
d

dt

∣∣∣∣
t=0

Adexp(−t ξ) (s
∗ω + ν ◦ d exp(t ξ)) + [ξ, s∗ω]

=
d

dt

∣∣∣∣
t=0

ν ◦ d exp(t ξ) + d

dt

∣∣∣∣
t=0

Adexp(−t ξ) ◦ν ◦ d1

(⋆)
=

d

dt

∣∣∣∣
t=0

ν ◦ d exp(t ξ)

= ∇gξ.

Equality (⋆) comes from property (i) in the definition of Lie group connection. Similarly,

d

dt

∣∣∣∣
t=0

Adexp(t ξ) ◦φ(exp(−t ξ)) =
d

dt

∣∣∣∣
t=0

φ(exp(−t ξ)) +
d

dt

∣∣∣∣
t=0

Adexp(t ξ) ◦φ(exp(0))

= −φ∗ ((d exp)0(ξ)) + ad(ξ)(φ(1))

= −φ∗ξ,

where we have used that φ(1) = 0 and (d exp)0 = idg.

Proposition 4.1 (δ∇s for vertical variations). If {st} is πY,Y/G-vertical, that is, δs = ξ∗s for
some ξ ∈ Γ(πg,X), then:

δ∇s(x) =
q
s(x),

(
∇gξ

)
(x)− (φ∗ξ)(x)

y
H,0

, x ∈ X.

16



Proof. The reduced variations are

st(x) = Js(x) · exp(t ξ(x)), (s∗tω)xKH,φ =
q
s(x),Adexp(t ξ(x)) ◦ ((s∗tω)x + φ(exp(−t ξ(x))))

y
H,φ

.

Since π(T ∗X⊗g)φ,H,Y/G ◦st = σs for all t ∈ (−ϵ, ϵ), we have that {st} is a π(T ∗X⊗g)φ,H,Y/G-vertical
variation and ∇st(x)/dt|t=0 = dst(x)/dt|t=0. Subsequently, the previous Lemma results in

δ∇s(x) =

s
s(x),

d

dt

∣∣∣∣
t=0

Adexp(t ξ(x)) ◦ ((s∗tω)x + φ(exp(−t ξx)))

{

H,0

=
q
s(x), (∇gξ)(x)− (φ∗ξ)(x)

y
H,0

.

Lemma 4.2. If {st} is ω-horizontal, i.e. ω(δs) = 0, then the horizontal component of δs
with respect to ∇ is

δs(x)h =
d

dt

∣∣∣∣
t=0

Jst(x), (s∗ω)xKH,φ , x ∈ X.

Proof. Let Hor∇s(x) : Tσs(x)(Y/G) → Ts(x)((T
∗X ⊗ g)φ,H) be the horizontal lift given by ∇

at s(x). Then δs(x)h = Hor∇s(x) (δσs(x)), since (dπ(T ∗X⊗g)φ,H,Y/G)s(x) ◦ δs(x) = δσs(x). By
construction of ∇, we have5:

Hor∇s(x) (δσs(x)) = (dq)(s(x),(s∗ω)x)

(
Horωs(x) (δσs(x)) , Hor∇

⊗

(s∗ω)x(0x)
)
,

where q : Y ×X (T ∗X ⊗ g) → (T ∗X ⊗ g)φ,H is the quotient projection. The horizontality of
δs(x) yields Horωs(x) (δσs(x)) = δs(x), and it is clear that Hor∇

⊗

(s∗ω)x
(0x) = 0(s∗ω)x . Hence,

δs(x)h = Hor∇s(x)(δσs(x)) =
d

dt

∣∣∣∣
t=0

(q ◦ γ)(t) = d

dt

∣∣∣∣
t=0

Jst(x), (s∗ω)xKH,φ ,

where for the computation of the tangent map dq, we consider the curve γ : (−ϵ, ϵ) →
Y×X(T

∗X⊗g), γ(t) = (st(x), (s
∗ω)x), since γ(0) = (s(x), (s∗ω)x) and γ′(0) = (δs(x), 0x).

Proposition 4.2 (δ∇s for horizontal variations). If {st} is ω-horizontal, i.e. ω(δs) = 0,
then

δ∇s(x) =
q
s(x),Ωs(x) (δs(x), (ds)x)

y
H,0

, x ∈ X.

Proof. Thanks to the previous Lemma:

δ∇s(x) = δs(x)− δs(x)h

=
d

dt

∣∣∣∣
t=0

Jst(x), (s∗tω)xKH,φ − d

dt

∣∣∣∣
t=0

Jst(x), (s∗ω)xKH,φ

=
d

dt

∣∣∣∣
t=0

Jst(x), (s∗tω)x − (s∗ω)xKH,0

=

s
s(x),

d

dt

∣∣∣∣
t=0

(s∗tω)x

{

H,0

.

5Recall that (dπY/G,X)σs(x)(δσs(x)) = 0, since the variation {st} is πY,X -vertical.
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Since the formula that we are proving is local, we can suppose that our bundles are
trivial, that is, G = X × G, g = X × g and Y = Y/G × G, where g is the Lie algebra of G.
We can thus regard ω as a 1-form on Y with values in g. Then

d

dt

∣∣∣∣
t=0

(s∗tω)x = s∗£δsω = s∗(iδsdω + d(iδsω)) = dωs(x)(δs, ds),

where £ is the Lie derivative and ω(δs) = 0. Then

d

dt

∣∣∣∣
t=0

(s∗tω)x = dωs(x)(δs, (ds)
h) + dωs(x)(δs, (ds)

v)

= dωs(x)(δs, (ds)
h)

= dgω(δs, ds) = Ωs(x)(δs, ds),

since dωs(x)(δs, (ds)
v) = δs(ω((ds)v)) − ωs(x)([δs, (ds)

v]) = 0. Indeed, we are working on a
trivialization, so we can write (ds)v = ξ̂∗ for some ξ̂ ∈ g. Thus, ω((ds)v) = ω

(
ξ̂∗
)
= ξ̂ and

δs(ξ̂) = 0. In addition, we have

[δs, (ds)v] =
(
£(ds)vδs

)
=

d

dt

∣∣∣∣
t=0

(dΦ)(s,g(t))
(
δs, 0g(t)

)
=

d

dt

∣∣∣∣
t=0

Ut = U,

where g : (−ϵ, ϵ) → G is defined as g(t) = exp
(
tξ̂
)
. Note that U ∈ TsY is πY,Y/G-horizontal

since so is each Zt ∈ Ts·g(t)Y :

ωs·g(t)
(
(dΦ)s,g(t)

(
δs, 0g(t)

))
= Adg(t)−1

(
ωs(δs(x)) + ν(0g(t))

)
= 0.

Since every arbitrary variation δs can be split into its πY,Y/G-vertical and horizontal parts,
we obtain the following result. We also make use of Lemma 3.2.

Corollary 4.1. Let δs be a variation of a section s ∈ Γ(πY,X) and consider the induced
variation δ∇s of the reduced section s = Js, s∗ωKH,φ ∈ Γ(π(T ∗X⊗g)φ,H,X). Then:

δ∇s =
q
s,∇gξ − φ∗ξ + Ω(δs, ds)

y
H̃
, ξ = ω(δs).

At last, we express the reduced variation in terms of the reduced section. To that end,
we define the operator ∇g̃ : Γ(πg̃,X) → Γ(πT ∗X⊗g̃,X) as

(
∇g̃U ξ̃

)
(x0) =

∇g̃
(
ξ̃ ◦ x

)
(t)

dt

∣∣∣∣∣∣
t=0

, ξ̃ ∈ Γ(πg̃,X), U ∈ X(X), x0 ∈ X, (17)

where x : (−ϵ, ϵ) → X is a curve such that x′(0) = U(x0).
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Lemma 4.3. For each ξ̃ = [s, ξ]G ∈ Γ(πg̃,X), we have

∇g̃ξ̃ = [s,∇gξ + ads∗ω(ξ)]G.

Proof. Given U ∈ X(X) and x0 ∈ X, let x : (−ϵ, ϵ) → X be such that x′(0) = U(x0). Let
γ = πY,Y/G ◦ s ◦ x : (−ϵ, ϵ) → Y/G and write

(s ◦ x)(t) =
(
ω
∣∣∣∣γ(t)
γ(0)

s(x0)
)
· g(t) (18)

for some g : (−ϵ, ϵ) → G. Observe that πG,X ◦ g = x and g(0) = 1x0 . From Proposition 3.3
and (14), we get(

∇g̃U ξ̃
)
(x0) =

∇g̃
(
ξ̃ ◦ x

)
(t)

dt

∣∣∣∣∣∣
t=0

=
d

dt

∣∣∣∣
t=0

g̃
∣∣∣∣γ(0)

γ(t)
[(s ◦ x)(t), (ξ ◦ x)(t)]G

=
d

dt

∣∣∣∣
t=0

g̃
∣∣∣∣γ(0)

γ(t)

[
ω
∣∣∣∣γ(t)

γ(0)
s(x0),Adg(t) ◦(ξ ◦ x)(t)

]
G

=
d

dt

∣∣∣∣
t=0

[
ω
∣∣∣∣γ(0)
γ(t)

(
ω
∣∣∣∣γ(t)
γ(0)

s(x0)
)
, g
∣∣∣∣x(0)
x(t)

(
Adg(t) ◦(ξ ◦ x)(t)

)]
G

=
d

dt

∣∣∣∣
t=0

[
s(x0),Adν ||x(0)

x(t)
g(t)

◦g
∣∣∣∣x(0)
x(t)

(ξ ◦ x)(t)
]
G

=
[
s(x0),

(
∇gUξ

)
(x0) + adζ(ξ(x0))

]
G ,

where we denote ζ = d
dt

∣∣
t=0

ν ||x(0)x(t)g(t) ∈ gx0
. By taking the covariant derivative in (18), we

obtain
Dω

Dt

∣∣∣∣
t=0

(s ◦ x)(t) = d

dt

∣∣∣∣
t=0

ω
∣∣∣∣γ(0)
γ(t)

(s ◦ x)(t)

=
d

dt

∣∣∣∣
t=0

ω
∣∣∣∣γ(0)
γ(t)

((
ω
∣∣∣∣γ(t)
γ(0)

s(x0)
)
· g(t)

)
=

d

dt

∣∣∣∣
t=0

(
s(x0) · ν

∣∣∣∣x(0)
x(t)

g(t)
)

= ζ∗s(x0)
,

where Proposition 2.5 has been used. We conclude by applying ω at both sides of the previous
equation:

(s∗ω)x0(U(x0)) = ωs(x0) ((ds)x0(U(x0)))

= ωs(x0)

(
d

dt

∣∣∣∣
t=0

(s ◦ x)(t)
)

= ωs(x0)

(
Dω

Dt

∣∣∣∣
t=0

(s ◦ x)(t)
)

= ωs(x0)

(
ζ∗s(x0)

)
= ζ,
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where (i) of Definition 2.4 has been used.

By linearity, the following map is well defined

φ̃∗ : g̃→ T ∗X ⊗ g̃, [y, ξx]G 7→ [y, φ∗ξx]G . (19)

Moreover, given α⊗ ζ̃ ∈ T ∗X ⊗ g̃, we define the vector bundle morphism

adα⊗ζ̃ : g̃→ T ∗X ⊗ g̃, ξ̃ 7→ α⊗ adζ̃(ξ̃), (20)

which is well defined provided πg̃,Y/G(ξ̃) = πg̃,Y/G(ζ̃), where ad : g̃×Y/G g̃→ g̃ is the (fibered)
adjoint representation on the (generalized) adjoint bundle. Note that we keep the same
symbol for both maps for simplicity. By denoting s̃ = [s, s∗ω]G ∈ Γ(πT ∗X⊗g̃,X) and ξ̃ =

[s, ξ]G ∈ Γ(πg̃,X), it is clear that [s, ads∗ω(ξ)]G = ads̃(ξ̃). Hence, the following result is now
straightforward.

Corollary 4.2. Let δs be a variation of a section s ∈ Γ(πY,X) and consider the induced
variation of the reduced section s = Js, s∗ωKH,φ. Then for each x ∈ X we have

δ∇s(x) =
[
∇g̃ξ̃ − ads̃(ξ̃)− φ̃∗ξ̃ + Ω̃(δσs, dσs)

]
H̃
,

where ξ̃(x) = [s(x), ωs(x)(δs(x))]G and s̃(x) = [s(x), (s∗ω)x]G for each x ∈ X.

Note that δs is an arbitrary πY,X-vertical variation of s, and ω(δs) ∈ Γ(πg,X) gives
its πY,Y/G-vertical part regarded as a section of the Lie algebra bundle. Therefore, ξ̃ is
an arbitrary section of πg̃,X . More specifically, we should consider the pull-back of the
generalized adjoint bundle, σ∗

s g̃→ X, but we omit this notation for brevity.

4.3 Variations on J1(Y/G)

The induced variations δσs of σs = πY,Y/G ◦ s are just the projection of the variations of s,
that is,

δσs = dπY,Y/G(δs).

In particular, these reduced variations are free, with no particular constraints (in contrast
with the constraints for δs analyzed in the previous section). For later convenience, we
now analyze the vertical part of the 1-jet lift of δσs to J1(Y/G) with respect to a suitable
connection.

Let ∇Y/G be a linear connection on the tangent bundle T (Y/G) → Y/G and consider the
operator ∇Y/G

: Γ(πT (Y/G),X) → Γ(πT ∗X⊗T (Y/G),X) defined as(
∇Y/G

U α
)
(x) =

∇Y/G(α ◦ γ)(t)
dt

∣∣∣∣
t=0

, α ∈ Γ(πT (Y/G),X), U ∈ X(X), x ∈ X, (21)

where γ : (−ϵ, ϵ) → X is such that γ′(0) = U(x). The following Lemma is an adaptation
of [22, Corollary 3.4].
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Lemma 4.4. Let {st} be a variation of a section s ∈ Γ(πY,X) and consider the induced
variation of σs ∈ Γ(πY/G,X). Then:

∇Y/Gd(σs)t(Ux)

dt

∣∣∣∣
t=0

=
(
∇Y/G

U δσs

)
(x) + T Y/G (δσs(x), j

1
xσs(Ux)

)
, x ∈ X, Ux ∈ TxX,

where U ∈ X(X) is such that U(x) = Ux, and T Y/G ∈ T 1
2 (Y/G) is the torsion tensor of ∇Y/G.

The connection ∇Y/G is said to be projectable on a linear connection ∇X on πTX,X if the
following diagram is commutative:

T (T (Y/G)) T (Y/G)

T (TX) TX

d(dπY/G,X)

νY/G

dπY/G,X

νX

where νY/G and νX are the vertical projections of the connections ∇Y/G and ∇X , respectively.
Consider the vector bundle

πV,Y/G : V = T ∗X ⊗ T (Y/G) → Y/G.

A section ρ ∈ Γ(πJ1(Y/G),Y/G) can be regarded as a section ρ ∈ Γ(πV,Y/G) since J1(Y/G) ⊂ V .
Likewise, ρ can be regarded as a connection on πY/G,X . The next Proposition is an adaptation
of [31, Theorem 3.1, Lemma 3.1] to our case. See also [22, Equations (3.13), (3.14)].

Proposition 4.3. If ∇Y/G is projectable onto ∇X , then it induces an affine connection
∇J1(Y/G) in πJ1(Y/G),Y/G given by

∇J1(Y/G)
Z ρ = (id⊗ νρ) ◦ ∇V

Zρ, Z ∈ X(Y/G), ρ ∈ Γ(πJ1(Y/G),Y/G),

where id : T ∗X → T ∗X is the identity map, νρ is the vertical projection associated to ρ, and
∇V is the linear connection induced on V = T ∗X ⊗T (Y/G) → Y/G by the tensor product of
the connections ∇Y/G and ∇X .

Corollary 4.3. For any variation δσs = d/dt|t=0(σs)t of a reduced variation σs, the vertical
part with respect to the connection ∇J1(Y/G) of its 1-jet lift is given by

δJ
1(Y/G)j1σs =

∇J1(Y/G)j1(σs)t
dt

∣∣∣∣∣
t=0

= ∇Y/G
δσs + T Y/G (δσs, dσs) .

Proof. Given x ∈ X and Ux ∈ TxX, the tensor product connection ∇V satisfies

∇V j1x(σs)t
dt

(Ux) =
∇Y/Gj1x(σs)t(Ux)

dt
− (j1xσs)

(
∇XUx

dt

)
=

∇Y/Gj1x(σs)t(Ux)

dt
.
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Since the projection of j1x(σs)t(U)x by dπY/G,X is constantly Ux, we have that ∇Y/Gj1x(σs)t(Ux)/dt
is πY/G,X vertical so that

∇Y/Gj1x(σs)t
dt

= (id⊗ νj1σs) ◦ ∇V j1x(σs)t
dt

=
∇V j1x(σs)t

dt
,

and the proof is complete by Lemma 4.4.

If the connection ∇X is torsionless (and that will be our choice from now on), the formula
above simply reads

δJ
1(Y/G)j1σs = ∇Y/G

δσs.

4.4 Reduced equations

Let H◦ ⊂ TX ⊗ g∗ be the annihilator of H ⊂ T ∗X ⊗ g. Then, H̃◦ = (Y ×X H◦)/G ⊂ TX ⊗ g̃∗
is the annihilator of H̃ ⊂ T ∗X ⊗ g̃. This space is canonically isomorphic to the dual vector
bundle

H̃◦ ≃
(
(T ∗X ⊗ g̃)/H̃

)∗
,

where the dual pairing is given by
〈
[y, ζx]G, Jy, ξxKH̃

〉
= ⟨ζx, ξx⟩ for each [y, ζx]G ∈ H̃◦ and

Jy, ξxKH̃ ∈ (T ∗X ⊗ g̃)/H̃.

On the other hand, J1(Y/G) ×Y/G (T ∗X ⊗ g)φ,H → Y/G is an affine bundle, since both
J1(Y/G) and (T ∗X ⊗ g)φ,H are affine bundles over Y/G. Let ∇× be the affine connection on
this bundle induced by the affine connections ∇J1(Y/G) and ∇ introduced above.

Definition 4.2. Let s ∈ Γ(πY,X) and consider the reduced section s = Js, s∗ωKH,φ, as well as
σs = πY,Y/G ◦ s. The partial derivatives of the reduced Lagrangian

l : J1(Y/G)×Y/G (T ∗X ⊗ g)φ,H → R

are the sections

δl

δσs

∈ Γ
(
πT ∗(Y/G),X

)
,

δl

δj1σs

∈ Γ
(
πTX⊗V ∗(Y/G),X

)
,

δl

δs
∈ Γ

(
πH̃◦,X

)
,

defined as〈
δl

δσs

(x), Ux

〉
=

d

dt

∣∣∣∣
t=0

l
(
γU(t)

h(t)
)
, ∀Ux ∈ Tσs(x)(Y/G),〈

δl

δj1σs

(x), Vx

〉
=

d

dt

∣∣∣∣
t=0

l
(
j1xσs + t Vx, s(x)

)
, ∀Vx ∈ T ∗

xX ⊗ Vσs(x)(Y/G),〈
δl

δs
(x),Wx

〉
=

d

dt

∣∣∣∣
t=0

l
(
j1xσs, s(x) + tWx

)
, ∀Wx ∈=

(
(T ∗X ⊗ g̃)/H̃

)
σs(x)

,

for each x ∈ X, where γU(t)
h is the horizontal lift with respect to the connection ∇× of a

curve γU : (−ϵ, ϵ) → Y/G such that γ′(0) = Ux. As usual, ⟨·, ·⟩ denotes the corresponding
dual pairings.
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We remark that, whereas the two latter derivatives are (intrinsic) fiber derivatives, the
partial derivative δl/δσs depends on the choice of the connections. Anyway, all of them are
sections projecting onto σs.

Since δl/δs lies in the annihilator of H̃, then for each Js, ξKH̃ ∈ Γ
(
π(T ∗X⊗g̃)/H̃,X

)
the dual

pairing satisfies 〈
δl

δs
, Js, ξKH̃

〉
=

〈
δl

δs
, [s, ξ]G

〉
. (22)

Indeed, let g ∈ Γ(πG,X) and η ∈ Γ(πH,X). Then [s · g,Adg−1 ◦(ξ + η)]G = [s, ξ]G + [s, η]G and〈
δl/δs, [s, η]G

〉
= 0, since [s, η]G ∈ H̃.

Definition 4.3. The divergence of the operator ∇g̃ defined in (17) is minus the adjoint of
∇g̃, i.e., the operator divg̃ : Γ

(
πTX⊗g̃∗,X

)
→ Γ

(
πg̃∗,X

)
given by:∫

X

〈
ζ,∇g̃ξ

〉
v = −

∫
X

〈
divg̃ ζ, ξ

〉
v

for every ζ ∈ Γ
(
πTX⊗g̃∗,X

)
and ξ ∈ Γ

(
πg̃,X

)
.

Analogously, the divergence of ∇Y/G is minus the adjoint of (21) restricted to vertical
sections (the restriction is allowed since the linear connection ∇Y/G is projectable), that is,
divY/G : Γ

(
πTX⊗V ∗(Y/G),X

)
→ Γ

(
πV ∗(Y/G),X

)
.

In the same vein, the dual operator of φ̃∗ : g̃ → T ∗X ⊗ g̃ given in (19) is denoted by
φ̃†
∗ : TX ⊗ g̃∗ → g̃∗.

The (pointwise) coadjoint representation of the morphism ads̃ : g̃→ T ∗X ⊗ g̃ introduced
in (20), i.e., minus its dual morphism, is denoted by ad∗

s̃ : TX ⊗ g̃∗ → g̃∗.

Lemma 4.5. In the previous conditions, the coadjoint representation can be restricted to H̃◦

yielding the following vector bundle morphism:

ad∗
s : H̃

◦ → g̃∗, ζ̃ 7→ ad∗
s̃(ζ̃).

Proof. Let x ∈ X. As a consequence of the Ad-invariance of H, we have that adη̃(ξ̃) ∈ H̃ for
each η̃ ∈ H̃σs(x) and ξ̃ ∈ g̃σs(x). Indeed, adη̃(ξ̃) = −[ξ̃, η̃] = (d/dt)|t=0Adexp(t ξ̃) ◦η̃ ∈ H̃. Hence,
the map ad∗

s : H̃◦ → g̃∗ is well defined. Indeed, for each ζ̃ ∈ H̃◦ we have ⟨ad∗
s̃(x)+η̃(ζ̃), ξ̃⟩ =

⟨ζ̃ , ads̃(x)+η̃(ξ̃)⟩ = ⟨ζ̃ , ads̃(x)(ξ̃)⟩ = ⟨ad∗
s̃(x)(ζ̃), ξ̃⟩, where Proposition 3.2 and Lemma 3.2 have

been taken into account.

Theorem 4.1 (Reduced field equations). Let πY,X be a fiber bundle over a compact manifold
X, πG,X be a Lie group bundle and πg,X be its Lie algebra bundle. Suppose that πG,X acts
fiberwisely, freely and properly on the right on πY,X . Let ω ∈ Ω1(Y, g) be a generalized
principal connection on πY,Y/G associated to a Lie group connection ν on πG,X . Let H ⊂ J1G
be a Lie group subbundle projecting surjectively onto G and such that, with the identification
J1G ≃ G ×X T ∗X ⊗ g given by ν, it is an affine subbundle φ+ H as in Proposition 3.1.
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For a H-invariant Lagrangian density L = Lv : J1Y →
∧n T ∗X we consider the cor-

responding reduced Lagrangian l : J1(Y/G) ×Y/G (T ∗X ⊗ g)φ,H → R. Then, for any section
s ∈ Γ(πY,X) and its reduced section s = Js, s∗ωKH,φ and σ = πY,Y/G◦s, the following assertions
are equivalent:

(i) The variational principle δ

∫
X

L(j1s) = 0 holds for arbitrary (vertical) variations of s.

(ii) The section s satisfies the Euler–Lagrange equations for L, i.e. EL(L) (j2s) = 0.

(iii) The variational principle δ

∫
X

l(j1σs, s)v = 0 holds for variations of the form:

δ∇s =
[
∇g̃ξ̃ − ads̃

(
ξ̃
)
− φ̃∗ξ̃ + Ω̃(δσs, dσs)

]
H̃
,

where ξ̃ ∈ Γ(πg̃,X) is an arbitrary section and δσs is an arbitrary variation of σs.

(iv) The reduced section s satisfies the reduced field equations:
δl

δσs

− divY/G
(

δl

δj1σs

)
=

〈
δl

δs
, ιdσsΩ̃

〉
,(

divg̃− ad∗
s +φ̃†

∗

)(
δl

δs

)
= 0.

The expressions above take into account the connections described in §3.1.

Proof. The equivalence of (i) and (ii) is a well-known fact as stated above. The equivalence
of (i) and (iii) is a straightforward consequence of equation (16) and Corollary 4.2. To
complete the proof, we show the equivalence of (iii) and (iv).

Let δs be a πY,X-vertical variation of s and consider induced variations of σs and s. Then:

d

dt

∣∣∣∣
t=0

∫
X

l
(
j1(σs)t, st

)
v =

∫
X

dl
(
δ
(
j1σs, s

))
v

=

∫
X

dl
(
δ
(
j1σs, s

)h)
v +

∫
X

dl
(
δ
(
j1σs, s

)v)
v

=

∫
X

〈
δl

δσs

, δσs

〉
v +

∫
X

〈
δl

δj1σs

, δJ
1(Y/G)j1σs

〉
v +

∫
X

〈
δl

δs
, δ∇s

〉
v,

where the vertical parts δJ
1(Y/G)j1σs and δ∇s are defined with the connections ∇J1(Y/G) and

∇ respectively. Making use of Corollaries 4.2 and 4.3 (with vanishing torsion) we get

d

dt

∣∣∣∣
t=0

∫
X

l
(
j1(σs)t, st

)
v =

∫
X

〈
δl

δσs

, δσs

〉
v +

∫
X

〈
δl

δj1σs

,∇Y/G
δσs

〉
v

+

∫
X

〈
δl

δs
,
[
∇g̃ξ̃ − ads̃

(
ξ̃
)
− φ̃∗ξ̃ + Ω̃(δσs, dσs)

]
H̃

〉
v.
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Thanks to (22), we may write:〈
δl

δs
,
[
∇g̃ξ̃ − ads̃

(
ξ̃
)
− φ̃∗ξ̃ + Ω̃(δσs, dσs)

]
H̃

〉
=

〈
δl

δs
,∇g̃ξ̃ − ads̃

(
ξ̃
)
− φ̃∗ξ̃ + Ω̃(δσs, dσs)

〉
.

Analogously, thanks to Lemma 4.5, we have〈
δl

δs
, ads̃

(
ξ̃
)〉

=

〈
ads

(
δl

δs

)
, ξ̃

〉
.

Using this and the divergence operators defined above we get:

d

dt

∣∣∣∣
t=0

∫
X

l
(
j1(σs)t, st

)
v =

∫
X

〈
δl

δσs

, δσs

〉
v +

∫
X

〈
− divY/G

(
δl

δj1σs

)
, δσs

〉
v

+

∫
X

〈(
− divg̃+ad∗

s −φ̃†
∗

)(
δl

δs

)
, ξ̃

〉
v

+

∫
X

〈
−
〈
δl

δs
, ιdσsΩ̃

〉
, δσs

〉
v.

As a result, the variational principle of (iii) reads∫
X

〈
δl

δσs

− divY/G
(

δl

δj1σs

)
−
〈
δl

δs
, ιdσsΩ̃

〉
, δσs

〉
v

−
∫
X

〈(
divg̃− ad∗

s +φ̃†
∗

)(
δl

δs

)
, ξ̃

〉
v = 0

for every section ξ̃ ∈ Γ
(
πg̃,X

)
and every variation δσs of σs.

Remark 4.2. The first equation holds on πσ∗
sV

∗(Y/G),X , and the second one on πσ∗
s g̃

∗
,X . On

the other hand, if the connection ∇Y/G had non-vanishing torsion, then the reduced equations
would read 

δl

δσs

− divY/G
(

δl

δj1σs

)
+

〈
δl

δj1σs

, ιdσsT
Y/G

〉
=

〈
δl

δs
, ιdσsΩ̃

〉
,(

divg̃− ad∗
s +φ̃†

∗

)(
δl

δs

)
= 0.

5 Reconstruction

Let s be a section of the reduced bundle (T ∗X ⊗ g)φ,H → X and let

σ = π(T ∗X⊗g)φ,H,Y/G ◦ s

be the induced section of Y/G → X. We consider the subset

Y σ = π−1
Y,Y/G (σ(X)) = {y ∈ Y : πY,Y/G(y) = σ(πY,X(y))} ⊂ Y.
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The action of G on Y restricts to Y σ and Y σ/G ≃ X. In fact, we can regard Y σ as a pull-back
bundle Y σ ≃ σ∗Y → X on which the Lie group bundle G acts transitively along the fibers:

Y Y σ ≃ σ∗Y

Y/G X

σ

In particular, the adjoint bundle of Y σ → X is the pull-back σ∗g̃ → X. From this point of
view, the section s can be also considered as a section of the pull-backed bundle

σ∗((T ∗X ⊗ g)φ,H) =
Y σ ×X (T ∗X ⊗ g)/H

Φφ

→ X,

Moreover, the restriction of the connection form ω to Y σ is a generalized principal con-
nection on Y σ → X associated to the Lie group connection ν, which we denote by σ∗ω.
From [15, Proposition 3.11] we know that, for any section ξ̃ of T ∗X ⊗ σ∗g̃ → X, the form
σ∗ω − ξ̃ is a generalized principal connection on Y σ → X.

Proposition 5.1. Let s ∈ Γ(πY,X). We regard s as a section of Y σ → X, where σ =
πY,Y/G ◦ s. Then the generalized principal connection defined as

ωs = σ∗ω − s̃

is flat, where s̃ = [s, s∗ω]G ∈ Γ(πT ∗X⊗σ∗g̃,X).

Proof. To begin with, we have that s(X) ⊂ Y σ is an integral leaf of σ∗ω−s̃. Indeed, it is easy
to check that (ds)x(TxX) is ωs-horizontal for each x ∈ X. This means that Curv (ωs)s(x) = 0

for each x ∈ X, where Curv (ωs) is the curvature of ωs.

An analogous computation to (5) yields[
s(x) · g,Curv

(
ωs

)
s(x)·g

]
G
=

[
s(x),Curv

(
ωs

)
s(x)

]
G
= 0, x ∈ X, g ∈ Gx,

whence Curv (ωs)y = 0 for every y ∈ Y σ.

Theorem 5.1 (Reconstruction). Let s ∈ Γ
(
π(T ∗X⊗g)φ,H,X

)
be a critical section for the vari-

ational problem defined in (iii) of Theorem 4.1, and σ = π(T ∗X⊗g)φ,H,Y/G ◦ s ∈ Γ(πY/G,X).
Let s̃ be a section of T ∗X ⊗ σ∗g̃ → X such that s(x) = Jy, ξxKH,φ for each x ∈ X, where
s̃(x) = [y, ξx]G. If the connection

ωs = σ∗ω − s̃

is flat and has trivial holonomy, then the integral leaves of the ωs are critical sections of the
variational problem defined by L. Furthermore, any critical section of L is obtained in this
way.
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Proof. The trivial holonomy of ωs implies that its integral leaves are sections of σ∗Y → X
that project to the reduced section s. According to Theorem 4.1, these sections are critical.

Conversely, if s is a critical section of L, then ωs is flat and s is an integral leaf of ωs, by
Proposition 5.1.

Corollary 5.1. If X is simply connected, then any connection has trivial holonomy and we
have the following equivalence of equations

EL(L)(j1s) = 0 ⇐⇒



δl

δσs

− divY/G
(

δl

δj1σs

)
=

〈
δl

δs
, ιdσsΩ̃

〉
,(

divg̃− ad∗
s +φ̃†

∗

)(
δl

δs

)
= 0,

Curv (ωs) = 0.

For non-simply connected manifolds, the equivalence above holds locally only. There are
topological obstructions and examples of reduced sections that do not admit global unreduced
sections. See [9, §5.2].

Remark 5.1. Given a reduced section s, there may be many sections s̃ satisfying the con-
ditions of Theorem 5.1. Each choice will induce different solution s, and the transitions
between them are governed by the symmetries of the system, that is, sections of G → X with
1-jets lying on H → X.

6 Noether’s theorem

The well known Noether’s theorem establishes that infinitesimal symmetries of the La-
grangian density yield preserved quantities for the dynamics of the system. The aim of
this section is to show that the vertical part of the reduced equation is equivalent to the
Noether’s conservation law defined by the action of a Lie group bundle. As before, let
L = Lv be an H-invariant Lagrangian density for some H ⊂ J1G ≃ G ×X (T ∗X ⊗ g) as in
Proposition 3.1

Definition 6.1. An infinitesimal exact symmetry of L is a vector field U ∈ X(J1Y ) such
that £UΘL = 0, where £ denotes the Lie derivative and ΘL ∈ Ωn(J1Y ) is the (covariant)
Cartan form of L (cf., for instance, [47, §5]).

On the other hand, an infinitesimal Lagrangian symmetry is a vector field U ∈ X(J1Y )
such that the canonical geometric structures of J1Y are invariant under the infinitesimal
action of U and £UL = 0 (cf. [27, Definition 4]). It turns out that that infinitesimal
Lagrangian symmetries are, in particular, infinitesimal exact symmetries (cf. [27, Proposition
2]). For that reason, henceforth we will just say “infinitesimal symmetry” to refer to them.

If s ∈ Γ(πY,X) is a critical section for L and U ∈ X(J1Y ) is an infinitesimal symmetry
of the Lagrangian density, the Noether’s theorem gives (see, for example, [26]) the following
conservation law

d
((
j1s

)∗
ιUΘL

)
= 0.
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In particular, if ξ ∈ Γ(πg,X) is such that its 1-jet extension falls in the Lie algebra bundle
Lie(H) of H, it is clear that (ξ∗)(1) ∈ X(J1Y ) is an infinitesimal symmetry of L, thanks to
the H-invariance. Recall that, from Proposition 3.1, we know that

Lie(H) = {(ξ, η̂x) ∈ g×X (T ∗X ⊗ g) | η̂x = φ∗(ξ) + ηx, ηx ∈ Hx} ⊂ J1g. (23)

Theorem 6.1. Let L : J1Y → R be an H-invariant Lagrangian for some subgroup bundle
H ⊂ J1G as in Proposition 3.1 and let s be a section of πY,X . If s = Js, s∗ωKH,φ is the induced
section of π(T ∗X⊗g)φ,H,X and l : J1(Y/G) ×Y/G (T ∗X ⊗ g)φ,H → R is the reduced Lagrangian,
then the Noether conservation law

d((j1s)∗i(ξ∗)(1)ΘL) = 0

holds for any section ξ ∈ Γ(πg,X) such that ξ(1) ∈ Γ(πLie(H),X) if and only if the vertical
reduced equation (

divg̃ − ad∗
s +φ̃†

∗

)(
δl

δs

)
= 0

is satisfied for s.

Proof. The result being local enables us to work in coordinates. Some conditions on these
coordinates will be imposed along the proof.

Let (xµ, yi, yα) be bundle coordinates for πY,X and consider the corresponding bundle
coordinates (xµ, yi, yα, viµ, v

α
µ) for πJ1Y,X . Suppose that they are chosen so that (xµ, yi) are

bundle coordinates for πY/G,X and, thus, (xµ, yi, viµ) are bundle coordinates for πJ1(Y/G),X .
Let {Bα : 1 ≤ α ≤ m} be a basis of local sections of πg,X and {Bα : 1 ≤ α ≤ m} be its dual
basis. For a fixed x0 = (xµ

0) ∈ X, we suppose that, using these coordinates, we have

Lie(H)x0 = span{(dxµ)x0 ⊗Bα(x0) : 1 ≤ µ ≤ r, 1 ≤ α ≤ s} ⊂ T ∗
x0
X ⊗ gx0

(24)

for some r, 1 ≤ r ≤ n, and s, 1 ≤ s ≤ m. We start by finding the local expression of the
infinitesimal symmetries of our Lagrangian density.

We also suppose that (yα) are normal coordinates of G on a neighbourhood U ⊂ G of
the identity element, 1. This means that there exist gαβγ ∈ C∞(U × U), 1 ≤ α, β, γ ≤ m,
such that

yα (ĝ1ĝ2) = yα (ĝ1) + yα (ĝ2) + gαβγ (ĝ1, ĝ2) y
β (ĝ1) y

γ (ĝ2) , 1 ≤ α ≤ m,

for each ĝ1, ĝ2 ∈ U such that ĝ1ĝ2 ∈ U . Hence, the infinitesimal generators are given by

(Bβ)
∗
y =

(
δαβ + gαγβ(ĝ, 1)y

γ(ĝ)
)
(∂α)y, y = (σ, ĝ) ∈ Y/G × U , 1 ≤ β ≤ m.

Denote by ĝ : Rm → G the inverse of (yα) : G → Rm, and define fγ
αβ ∈ C∞(Rm), 1 ≤

α, β, γ ≤ m, as
fγ
αβ(y

α) = gγαβ(ĝ(y
α), 1).

Therefore, given ξ = ξβBβ ∈ Γ(πg,X), where ξβ ∈ C∞(X), 1 ≤ β ≤ m, the previous
expressions yield

ξ∗(xµ, yi, yα) = ξβ(xµ)
(
δαβ + fα

γβ(y
α)yγ

)
∂α.
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From the formula of 1-jet lift of vector fields (for example, see, [47]), we get

(ξ∗)(1) = ξβ
(
δαβ + fα

γβy
γ
)
∂α +

(
∂µξ

β
(
δαβ + fα

γβy
γ
)
+ vδµξ

β
(
∂δf

α
γβy

γ + fα
δβ

))
∂µ
α. (25)

On the other hand, in coordinates the map φ : G → T ∗X ⊗ g reads

φ(xµ, yα) = φα
µ(x

µ, yα)dxµ ⊗Bα,

for some φα
µ ∈ C∞(G). By denoting φ̂α

µ,β(x
µ) = (∂φα

µ/∂y
β)(xµ, yα = 0), we have

φ∗(ξ) = ξβφ̂α
µ,βdx

µ ⊗Bα, ξ = ξαBα ∈ Γ(πg,X). (26)

Similarly, our generalized principal connection, ω ∈ Ω1(Y, g), locally reads

ω(xµ, yi, yα) =
(
ωα
µ(x

µ, yi)dxµ + ωα
i (x

µ, yi)dyi + dyα
)
⊗Bα,

for some functions ωα
µ , ω

α
i ∈ C∞(Y/G), 1 ≤ µ ≤ n, 1 ≤ i ≤ k, 1 ≤ α ≤ m, being k ∈ Z+ the

dimension of the fiber of πY/G,X . Furthermore, there exist bundle coordinates (xµ, yi, viµ;w
α
µ)

for the reduced space, where the indices of wα
µ go through µ ∈ {r + 1, . . . , n} and α ∈

{s+ 1, . . . ,m}, such that identification of Theorem 3.1 is given by

(J1Y ) /H → J1(Y/G)×Y/G (T ∗X ⊗ g)φ,H[
xµ, yi, yα, viµ, v

α
µ

]
H

7→
(
xµ, yi, viµ;w

α
µ

)
and, in the fiber over x0, they satisfy

wα
µ = φα

µ(x
µ
0 , 0) + ωα

µ(x
µ
0 , y

i) + ωα
i (x

µ
0 , y

i)viµ + vαµ , r + 1 ≤ µ ≤ n, s+ 1 ≤ α ≤ m.

Likewise, using the definition of reduced Lagrangian, i.e.,

l(xµ, yi, viµ;w
α
µ) = L(xµ, yi, yα, viµ, v

α
µ),

it is easy to find the local expression of the vertical equation. Namely, the local expression
of the partial derivative of l is

δl

δs
(xµ) =

∂l

∂wα
µ

(
xµ, si(xµ),

∂si(xµ)

∂xµ
;wα

µ(x
µ)

)
∂µ ⊗Bα,

and then, the vertical reduced equation becomes(
divg̃− ad∗

s +φ̃†
∗

)(
∂l

∂wα
µ

∂µ ⊗Bα

)
= 0. (27)

From Lemma 4.3, we may locally write divg̃ = divg+ad∗
s, where divg is the divergence

of ∇g. Observe that σ∗
s (g̃) ≃ g, since we are working locally. By definition, div⟨ζ, ξ⟩ =〈

divg ζ, ξ
〉
+ ⟨ζ,∇gξ⟩, for each ζ = ζµα∂µ ⊗ Bα ∈ Γ(πTX⊗g∗,X) and ξ = ξαBα ∈ Γ(πg,X). An

easy computation using this expression shows that

divg ζ =
(
∂µζ

µ
α − Γβ

µ,αζ
µ
β

)
Bα,
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where Γβ
µ,α ∈ C∞(X), 1 ≤ µ ≤ n, 1 ≤ α, β ≤ m, are the Christoffel symbols of ∇g, i.e.,

∇gξ =
(
∂µξ

α + Γα
µ,βξ

β
)
dxµ ⊗Bα, ξ = ξαBα ∈ Γ(πg,X).

We choose the bundle coordinates on πg,X so that ∇g is flat at x0 = (xµ
0), i.e., Γβ

µ,α(x
µ
0) = 0

for each 1 ≤ µ ≤ n and 1 ≤ α, β ≤ m. Analogously, ⟨φ∗(ξ), ζ⟩ =
〈
ξ, φ†

∗(ζ)
〉
. Thus, from (26)

we get
φ̃†
∗(ζ) = φ̂β

µ,αζ
µ
βB

α, ζ = ζµα∂µ ⊗Bα ∈ Γ(πTX⊗g∗,X).

As a result, (27) reads (
∂µ

(
∂l

∂wα
µ

)
+ φ̂β

µ,α

∂l

∂wβ
µ

)
(x0)B

α(x0) = 0, (28)

where we recall that the summation is for r + 1 ≤ µ ≤ n and s+ 1 ≤ α, β ≤ m.

Using the expression for the coordinates wα
µ at x0 we have

• ∂L

∂vαµ
(x0) =


0, 1 ≤ µ ≤ r, 1 ≤ α ≤ s,
∂l

∂wα
µ

(x0), r + 1 ≤ µ ≤ n, s+ 1 ≤ α ≤ m.

• ∂L

∂viµ
(x0) =


∂l

∂viµ
(x0), 1 ≤ µ ≤ r,

∂l

∂viµ
(x0) +

m∑
α=s+1

∂l

∂wα
µ

(x0)ω
α
i , r + 1 ≤ µ ≤ n.

In addition, if the volume form is given by v = dnx = dx1∧· · ·∧dxn, then the local expression
of the Poincaré-Cartan form is

ΘL =
∂L

∂viµ

(
dyi − viµdx

µ
)
∧ dn−1xµ +

∂L

∂vαµ

(
dyα − vαµdx

µ
)
∧ dn−1xµ + Ldnx,

where dn−1xµ = ι∂µd
nx. By using (25), we obtain

ι(ξ∗)(1)ΘL

(
xµ, yi, yα, viµ, v

α
µ

)
=

∂L

∂vαµ

(
xµ, yi, yα, viµ, v

α
µ

)
ξβ(xµ)

(
δαβ + fα

γβ(y
α)yγ

)
dn−1xµ

=
∂l

∂wα
µ

(
xµ, yi, viµ;w

α
µ

)
ξβ(xµ)

(
δαβ + fα

γβ(y
α)yγ

)
dn−1xµ.

The last condition on the coordinates is the requirement that s(x0) = (σs(x0), 1) ∈
Y/G ×G, i.e., sα(xµ

0) = 0, 1 ≤ α ≤ m. Therefore,(
j1s

)∗ (
ι(ξ∗)(1)ΘL

)
(xµ

0) =
∂l

∂wα
µ

(
xµ
0 , s

i(xµ
0), ∂µs

i(xµ
0);w

α
µ(x

µ
0)
)
ξα(xµ

0)d
n−1xµ.

Observe that the jet extension of ξ is given by j1ξ = (ξ, dξ) ∈ Γ(πg×X(T ∗X⊗g),X). Subse-
quently, from (23), (24) and (26) we deduce that the condition ξ(1) ∈ Γ(πLie(H),X) at x0

reads
(∂µξ

α) (x0) = ξβ(x0)φ̂
α
µ,β(x0), r + 1 ≤ µ ≤ n, s+ 1 ≤ α ≤ m.

30



Therefore, the Noether conservation law reads

d

(
∂l

∂wα
µ

ξαdn−1xµ

)
(x0) =

[
∂µ

(
∂l

∂wα
µ

)
ξα +

∂l

∂wα
µ

∂µξ
α

]
(x0)(d

nx)x0

=

[
∂µ

(
∂l

∂wα
µ

)
+

∂l

∂wβ
µ

φ̂β
µ,α

]
(x0)ξ

α(x0)(d
nx)x0 = 0.

As ξ(x0) = ξα(x0)Bα(x0) ∈ gx0
is arbitrary, this is equivalent to (28), and we conclude.

7 Examples

In this final section we discuss several applications of the reduction theory above. The first
one consists of recovering the case of rigid symmetries treated in the literature. Then we
describe the reduced equations when the system is invariant by the whole jet bundle, J1G.
The third example is devoted to study Electromagnetism in vacuum, as well as it extension
to k-forms. We pursue the study of the process of symmetry breaking by product groups
in pure gauge theories. Finally, non-Abelian gauge theories are analyzed, recovering the
Utiyama theorem as well as the Yang–Mills equations.

7.1 Classical case

The reduction by the action of a Lie group in [22] can be recovered as a particular case of our
theory. Namely, let πY,X be a fiber bundle and G be a Lie group acting freely and properly
on the right on Y , and denote the (standard) action by

Ψ : Y ×G → Y, (y, ĝ) 7→ Ψ(y, ĝ) = Ψĝ(y) = Ψy(ĝ) = y · ĝ.

In addition, suppose that πY,X(y · ĝ) = πY,X(y) for every y ∈ Y and ĝ ∈ G. This action may
be regarded as a fibered action of the trivial Lie group bundle,

G = X ×G,

by setting Φ(y, g) = Ψĝ(y) = y · ĝ for each (y, g) ∈ Y ×X G, with g = (x, ĝ). It is clear that
the fibered quotient and the usual quotient agree, i.e. Y/G ≃ Y/G.

Recall that πY,Y/G is a principal bundle and the Lie algebra bundle of πG,X is g = X × g,
where g is the Lie algebra of G. From [15, Proposition 4.1.] we know that a generalized
principal connection ω ∈ Ω1(Y, g) on πY/G associated to the trivial connection ν0 on πG,X is
simply a principal connection A ∈ Ω1(Y, g). Thanks to the bijective correspondence between
(local) sections of πG,X and (local) functions X → G, the identification (6) for ν0 may be
written as

J1G ≃ G× T ∗X ⊗ g, j1xγ 7→
(
γ̂(x), d(Rγ̂(x)−1 ◦ γ̂)x

)
,

where γ = (idX , γ̂) and Rg : G → G denotes the right multiplication by g ∈ G. Let H be
the Lie group subbundle of πJ1G,X corresponding to locally constant functions, i.e.,

H ≃ G× T ∗X ⊗ {0} ≃ X ×G = G.
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The first jet extension of the fibered action restricted to πH,X (recall Equation (12)) and the
jet extension of the Lie group action (cf. [22, Equation 2.7]) yield the same quotient:(

J1Y
)
/H ≃

(
J1Y

)
/G.

Since φ = 0 and H = {0}, the quotient (10) is isomorphic to

(T ∗X ⊗ g)0,H
∼→ T ∗X ⊗ g̃,

r
y, (x, X̂x)

z

H,0
7→

[
y, X̂x

]
G
,

where g̃ = (Y × g)/G is the adjoint bundle of πY,Y/G.
Theorem 7.1. Let A ∈ Ω1(Y, g) be a principal connection on πY,Y/G and consider the corre-
sponding generalized principal connection ω ∈ Ω1(Y, g) on πY,Y/G associated to the canonical
connection ν0 on πG,X . Then the fiber diffeomorphism given in Theorem 3.1 reduces to the
identification given in [22, Equation (2.8)] under the previous identifications, i.e.,(

J1Y
)
/G → J1(Y/G)×Y/G (T ∗X ⊗ g̃) ,

[
j1xs

]
G
7→

(
j1xσs,

[
s(x), As(x) ◦ (ds)x

]
G

)
.

Let A ∈ Ω1(Y, g) be a principal connection on πY,Y/G, ∇g0 be the canonical connection
on πg,X and ∇X be a linear connection on πTX,X , and consider the linear connection ∇⊗ =
∇∗ ⊗ ∇g0 on πT ∗X⊗g,X , where ∇∗ is the dual of ∇X . They yield a linear connection ∇ on
π(T ∗X⊗g)0,H,Y/G ≃ πT ∗X⊗g̃,Y/G, as we have seen in Proposition 3.4. By using bases of local
sections of these vector bundles, it can be seen that ∇ agrees with the linear connection
defined in [22, Equation (3.19)]. In addition, let ∇A be the linear connection on πg̃,Y/G

associated to A (cf. [22, Equation (2.6)]). It descends to an operator ∇A
: Γ(πg̃,X) →

Γ(πT ∗X⊗g̃,X) as in [22, Equation (3.7)], whose divergence is denoted by:

divA : Γ(πTX⊗g̃∗,X) → Γ(πg̃∗,X).

Lastly, let ∇Y/G be a torsion free linear connection on πT (Y/G),Y/G projectable onto ∇X and
consider the induced affine connection ∇J1(Y/G) on πJ1(Y/G),Y/G.

Let L : J1Y → R be a G-invariant Lagrangian and l : J1(Y/G)×Y/G(T
∗X⊗g̃) → R be the

reduced Lagrangian. As in the general theory, for the sake of simplicity we suppose that X
is compact. Let s ∈ Γ (πY,X) and consider the reduced section s = [s, s∗A]G ∈ Γ (πT ∗X⊗g̃,X).
Observe that H⊥ = TX ⊗ g∗ and, hence, Y ×G H⊥ ≃ TX ⊗ g̃∗. Given a reduced section
s ∈ Γ(πT ∗X⊗g̃,X), the coadjoint representation of g∗ induces a map:

ad∗
s : Γ(πTX⊗g̃∗,X) → Γ(πg̃∗,X),

which is well-defined for every ζ ∈ Γ(πTX⊗g̃∗,X) such that:

πTX⊗g̃∗,Y/G ◦ ζ = πT ∗X⊗g̃,Y/G ◦ s.
Theorem 7.2. Let s ∈ Γ (πY,X) and s = [s, s∗A]G ∈ Γ (πT ∗X⊗g̃,X) be the reduced section.
Then the reduced equations for s given in Theorem 4.1 are equivalent to the Lagrange–
Poincaré field equations given in [22, Theorem 3.5], i.e.,

δl

δσs

− divY/G
(

δl

δj1σs

)
=

〈
δl

δs
, ιdσsF̃

A

〉
,

divA
(
δl

δs

)
− ad∗

s

(
δl

δs

)
= 0,

where F̃A ∈ Ω2(Y/G, g̃) is the reduced curvature of A.
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7.2 Full jet symmetry

Let πG,X be a Lie group bundle endowed with a Lie group connection ν, and suppose that it
acts (on the right) on a fiber bundle πY,X freely and properly. In this example we consider
a Lagrangian L : J1Y → R which is invariant by the whole jet bundle, that is,

H = J1G ν≃ G ×X (T ∗X ⊗ g).

It is clear that (T ∗X ⊗ g)φ,H = X. Consequently, the identification of Theorem 3.1 can be
performed without fixing a generalized principal connection:(

J1Y
)
/J1G → J1(Y/G),

[
j1xs

]
J1G 7→ j1xσs. (29)

In the same way, since the reduced section s vanishes, the second equation of (iv) in
Theorem 4.1 does not appear. Therefore, the reduced equations are the usual Euler–Lagrange
equations for the reduced Lagrangian l : J1(Y/G) → R:

δl

δσs

− divY/G
(

δl

δj1σs

)
= 0.

Of course, in order to write them we have fixed a linear connection ∇Y/G on πT (Y/G),Y/G
projectable onto a linear connection ∇X on πTX,X .

7.3 Electromagnetism in vacuum

To describe Electromagnetism in vacuum as an Abelian geometric Yang–Mills theory, let
(X, g) be a 4-dimensional, compact, oriented pseudo-Riemannian manifold with volume form
vg ∈ Ω4(X), and let πP,X : P → X be a principal U(1)-bundle. The configuration bundle of
this theory is the bundle of connections of πP,X , i.e.,

C(P ) = J1P
/
U(1) → X.

Recall that it is an affine bundle modelled on T ∗X → X.

Definition 7.1. The Maxwell Lagrangian density for Electromagnetism in vacuum is L =
Lvg with

L
(
j1A

)
= g

(
F̃A, F̃A

)
, A ∈ Γ(πC(P ),X),

where F̃A ∈ Ω2(X) is the reduced curvature of the principal connection A.

Gauge transformations are defined by maps g : X → U(1), that is, sections of the
trivial bundle X × U(1) → X. The Maxwell Lagrangian is invariant with respect to the
transformation

Ax 7→ Ax + (dg)xg(x)
−1, x ∈ X,

which can be understood as a symmetry by the fibered action C(P )× J1(X,U(1)) → C(P )
defined above. Note that the value g(x) ∈ U(1) does not play an essential role and that
(dg)x g(x)

−1 ∈ T ∗
xX ⊗ u(1) ≃ T ∗

xX. Subsequently, this fibered action induces another one,

C(P )×X T ∗X → C(P ), (Ax, αx) 7→ Ax + αx, (30)
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which can be straightforwardly extended to the first jets, J1C(P )×X J1(T ∗X) → J1C(P ).
By virtue of this, the Lie group bundle of symmetries for Electromagnetism is the cotangent
bundle of X with the additive structure,

G = T ∗X → X.

Second derivatives of gauge transformations correspond to the Lie group subbundle
J2(X,U(1)) ⊂ J1 (J1(X,U(1))). One can readily obtain the corresponding subbundle of
jet symmetries as

H =
{
j1xα ∈ J1(T ∗X) : (dα)x = 0

}
⊂ J1(T ∗X).

Note that C(P )/T ∗X = X. In order to study the quotient J1C(P )/H we need to consider a
generalized principal connection on πC(P ),X . The following lemma can be easily proven using
local coordinates.

Lemma 7.1. Let ν be a linear connection on πT ∗X,X , then it is Lie group bundle connection
and any affine connection ω on πC(P ),X modelled on ν is a generalized principal connection
associated to ν. Furthermore, if the connection ν is torsionless, then ν̂(T ∗X) ⊂ H, where
ν̂ ∈ Γ

(
πJ1(T ∗X),T ∗X

)
is the section induced by ν.

The identification (6) reads J1(T ∗X)
ν≃ T ∗X ×X (T ∗X ⊗ T ∗X) and for a torsionless

connection ν we have
H

ν≃ T ∗X ×X

∨2 T ∗X. (31)

Subsequently, in Proposition 3.1 we may choose φ = 0 and H =
∨2 T ∗X.

Proposition 7.1. Let ω be the affine connection on πC(P ),X induced by a torsionless linear
connection ν on πT ∗X,X . Then the isomorphism of Theorem 3.1 is the curvature mapping
(up to a minus sign), that is,

J1C(P )/H →
∧2 T ∗X, [j1xA]H 7→ Skew (A∗ω)x = −F̃A

x ,

where Skew : T ∗X ⊗ T ∗X →
∧2 T ∗X is the skew-symmetrization.

Proof. Firstly, note that (T ∗X ⊗ T ∗X)/
∨2 T ∗X ≃

∧2 T ∗X via the skew-symmetrization.
Likewise, as φ = 0 and the Lie group is Abelian, the action (8) reads(

C(P )×X

∨2 T ∗X
)
×X T ∗X → C(P )×X

∨2 T ∗X, ((Ax, ξx) , ηx) 7→ (Ax + ηx, ξx) .

Subsequently, (T ∗X⊗T ∗X)0,H ≃
∧2 T ∗X, whence the isomorphism of Theorem 3.1 becomes

J1C(P )/H ≃
∧2 T ∗X, since C(P )/T ∗X ≃ X. To conclude, by using local coordinates it

can be checked that Skew(A∗ω) = −F̃A for each A ∈ Γ(πC(P ),X).

Therefore, for each F̃A ∈ Γ
(
π∧2 T ∗X,X

)
, the reduced Lagrangian is given by

l
(
F̃A

)
= g

(
F̃A, F̃A

)
,
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for which the partial derivative is6

δl

δF̃A
= 2 ιF̃Ag ∈ Γ

(
π∧2 TX,X

)
.

Let ∇∗ : Γ(πT ∗X,X) → Γ(πT ∗X⊗T ∗X,X) be the covariant derivative on πT ∗X,X correspond-
ing to the linear connection ν and div∗ : Γ(πTX⊗TX,X) → Γ(πTX,X) be its divergence. From
Theorem 4.1 we know that if A ∈ Γ(πC(P ),X) is a solution of the Euler–Lagrange equations
for L, then the reduced section F̃A ∈ Γ

(
π∧2 T ∗X,X

)
satisfies the following reduced equation,

div∗ (ιF̃Ag) = 0. (32)

Recall that the Hodge star operator ⋆ : Ωk(X) → Ω4−k(X) is defined implicitly as:

α ∧ ⋆β = g(α, β) vg, α, β ∈ Ωk(X), (33)

and it satisfies ⋆⋆ = (−1)k(4−k)ϵ(g) on Ωk(X), being ϵ(g) the parity of the signature of g.

Theorem 7.3 (Maxwell equations). In the above conditions, the reduced equation (32) is
equivalent to the Maxwell equation in vacuum, that is,

d⋆F̃A = 0,

where d⋆ = ⋆ ◦ d ◦ ⋆ : Ωk(X) → Ωk−1(X) denotes the codifferential.

The equivalence is proved in local charts, making use of the isomorphisms ♯ : T ∗X → TX
and ♭ : TX → T ∗X implicitly defined as g

(
α♯, U

)
= g (α, U♭) = α(U), (α, U) ∈ T ∗X×X

TX.

Theorem 7.4 (Reconstruction). Let U ⊂ X be a simply connected domain and let F ∈
Γ
(
U , π∧2 T ∗X,X

)
be a solution of the Maxwell’s equations in vacuum. Then there exists a

solution A ∈ Γ
(
U , πC(P ),X

)
of the Euler–Lagrange equations for L such that F = F̃A if and

only if the following compatibility condition holds:

dF = 0.

In short, we have the following local equivalence for sections A ∈ Γ(πC(P ),X):

EL(L)
(
j1A

)
= 0 ⇐⇒

{
d⋆F̃A = 0,

dF̃A = 0.

6Observe that
(∧2

T ∗X
)∗

=
∧2

TX =
(∨2

T ∗X
)⊥

=
(
(T ∗X ⊗ T ∗X)

/∨2
T ∗X

)∗
.
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7.3.1 k -form Electromagnetism

When the principal bundle P is trivial P = X × U(1), the bundle of connections is T ∗X
and the Maxwell formulation of the previous section is defined on 1-forms. This can be
generalized to k-form Electromagnetism, k ∈ N (see for example [45]). In this case, both the
configuration and Lie group bundle are the same so that the fiberwise actions is∧k T ∗X ×X

∧k T ∗X →
∧k T ∗X, (Ax, αx) 7→ Ax + αx.

A generalized principal connection ω ∈ Ω1
(∧k T ∗X,

∧k T ∗X
)

on π∧k T ∗X,X is just a linear
connection on that vector bundle, and it is associated to itself. The corresponding isomor-
phism (6) is

J1
(∧k T ∗X

)
→

∧k T ∗X ⊕
(
T ∗X ⊗

∧k T ∗X
)
, j1xα 7→ (α(x), (α∗ω)x) .

Analogous to classical Electromagnetism, we pick the Lie group subbundle of closed forms
and we restrict the previous isomorphism to it, i.e.,

H =
{
j1xα ∈ J1

(∧k T ∗X
)
: (dα)x = 0

}
ω≃
∧k T ∗X ⊕

(
T ∗X ∨

∧k T ∗X
)
.

By using local coordinates, it can be shown that the identification of Theorem 3.1 reads
(compare to Proposition 7.1)

J1
(∧k T ∗X

)/
H →

∧k+1 T ∗X, [j1xA]H 7→ Skew(A∗ω)x = −(dA)x.

The Yang–Mills Lagrangian L : J1
(∧k T ∗X

)
→ R is defined as

L
(
j1A

)
= g(dA, dA), A ∈ Γ

(
π∧k+1 T ∗X,X

)
.

It is H-invariant, so we may consider the reduced Lagrangian l :
∧k+1 T ∗X → R. Namely,

it is given by
l(C) = g(C,C), C ∈ Γ

(
π∧k+1 T ∗X,X

)
.

Fixed C ∈ Γ
(
π∧k+1 T ∗X,X

)
, the partial derivative is δl/δC = 2 ιCg ∈ Γ

(
π∧k+1 TX,X

)
and,

hence, the reduced equation is
div∗ (ιCg) = 0.

In the previous expression, div∗ : Γ
(
πTX⊗

∧k TX

)
→ Γ

(
π∧k TX,X

)
is the divergence of the

linear connection ω. Similarly to classical Electromagnetism, this reduced equation is equiv-
alent to the Maxwell equations,

d⋆C = 0.
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7.4 Symmetry breaking by product groups

In this example, we consider a gauge theory whose structure group is a direct product and
we suppose that the gauge symmetry is broken to the subgroup given by one of the factors.
More specifically, let πP,X : P → X be a principal G-bundle with

G = N × U(1),

being N a semisimple Lie group, and denote by g = n ⊕ R the corresponding Lie algebra.
Consider the Lie subgroup G0 = {1}×U(1) ≃ U(1). Since action of G on G0 by conjugation
is trivial, we have G̃ = (P ×G)/G ≃ (P ×N)/G× U(1). Hence, we may write

J1G̃ ≃ J1

(
P ×N

G

)
×X J1(X,U(1)).

As a usual gauge theory, the configuration bundle is the bundle of connections of πP,X ,
that is, πC(P ),X , but we suppose that the symmetry is broken to G0, i.e., we only consider
gauge transformations coming from elements of this subgroup. In other words, we restrict
the right fibered action C(P ) ×X J1G̃ → C(P ) to the Lie group subbundle J1(X,U(1)) ≃
{1} ×X J1(X,U(1)) ⊂ J1G̃. A quick computation shows that it is given by

C(P )×X J1(X,U(1)) → C(P ),
(
Ax, j

1
xg
)
7→ Ax + (dg)xg(x)

−1.

Analogous to Electromagnetism in vacuum, T ∗X may be taken as the Lie group bundle of
symmetries,

C(P )×X T ∗X → C(P ), (Ax, αx) 7→ Ax + αx. (34)

A trivialization of πP,X enables us to prove the following result.

Lemma 7.2. Let P0 = P/G0, which is a principal N-bundle over X, and consider the
corresponding bundle of connections, C(P0) → X. Then there exists a bundle isomorphism
given by

C(P )/T ∗X → C(P0), [Ax]T ∗X 7→ (A0)x.

On the other hand, from the jet extension of the fibered action (34), we are only interested
in elements coming from J2(X,U(1)) ⊂ J1 (J1(X,U(1))), which correspond to the Lie group
subbundle

H =
{
j1xα ∈ J1(T ∗X) : (dα)x = 0

}
⊂ J1(T ∗X).

Let ν be a linear connection on πT ∗X,X such that ν̂(T ∗X) ⊂ H. Note that equation (31) is
also valid for this case, so we may choose φ = 0 and, hence, H =

∨2 T ∗X. Similarly, we have

(T ∗X ⊗ T ∗X)0,H ≃ C(P0)×X

∧2 T ∗X.

A slight modification of the proof of Proposition 7.1 leads to the following result.

Proposition 7.2. Let ω ∈ Ω1(C(P ), T ∗X) be a generalized principal connection on πC(P ),C(P0)

associated to ν. Then the identification of Theorem 3.1 reads

J1C(P )/H → J1C(P0)×X C(P0)×X

∧2 T ∗X, [j1xA]H 7→
(
j1xA0, A0(x),−F̃A

x

)
.
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Thanks to this identification, for each section A ∈ Γ(πC(P ),X) we define the reduced
section as

A =
(
A0, F̃

A
)
∈ Γ

(
πC(P0)×X

∧2 T ∗X,X

)
.

Let L : J1C(P ) → R be an H-invariant Lagrangian density and consider the reduced
Lagrangian, l : J1C(P0)×XC(P0)×X

∧2 T ∗X → R. Let ∇0 be a torsion free linear connection
on T (C(P0)) projectable onto a linear connection ∇X on TX. We know that it induces an
affine connection ∇(1) on πJ1C(P0),C(P0). In addition, we assume that ν is the dual connection
of ∇X . These connections induce an affine connection on the reduced space, as described in
Proposition 3.4. The partial derivatives of the reduced Lagrangian are7

δl

δA0

∈ Γ
(
πT ∗(C(P0)),X

)
,

δl

δj1A0

∈ Γ
(
πTX⊗V ∗(C(P0)),X

)
,

δl

δF̃A
∈ Γ

(
π∧2 TX,X

)
.

Let ∇∗ : Γ(πT ∗X,X) → Γ(πT ∗X⊗T ∗X,X) be the covariant derivative associated to ν and denote
by div∗ : Γ(πTX⊗TX,X) → Γ(πTX,X) its divergence. Likewise, let div0 : Γ(πTX⊗V ∗(C(P0)),X) →
Γ(πV ∗(C(P0)),X) be the divergence of the operator ∇0 defined from ∇0 in (21). The reduced
equations are straightforwardly obtained from (iv) of Theorem 4.1.

Theorem 7.5. Let ω ∈ Ω1(C(P ), T ∗X) be a generalized principal connection on πC(P ),C(P0)

associated to ν, and A ∈ Γ(πC(P ),X) be a solution of the Euler–Lagrange equations for L.
Then the reduced section A =

(
A0, F̃

A
)
∈ Γ(πC(P0)×X

∧2 T ∗X,X) satisfies the following reduced
equations: 

δl

δA0

− div0
(

δl

δj1A0

)
=

〈
δl

δF̃A
, ιdA0Ω̃

〉
,

div∗
(

δl

δF̃A

)
= 0.

7.5 Non-Abelian gauge theories

Electromagnetism (section 7.3 above) is an instance of an Abelian gauge theory. We now
extend these result to non-Abelian gauge theories. In particular, we show that the Utiyama
theorem (see [49] for the original version, and [25] for the geometric version) and the Yang–
Mills equations may be obtained through the gauge reduction process described in this
article.

7.5.1 Geometric formulation

Let πP,X : P → X be a (standard) principal bundle with a semisimple structure group G.
The configuration bundle of gauge theories is the bundle of connections:

πC(P ),X : C(P ) =
(
J1P

)
/G → X,

7Recall that
(∧2

T ∗X
)∗

=
∧2

TX =
(
(T ∗X ⊗ T ∗X)

/∨2
T ∗X

)∗
.
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whose sections define principal connections on πP,X , and which is an affine bundle modelled
on πT ∗X⊗g,X : T ∗X ⊗ g̃ → X, the bundle of covectors taking values in the adjoint bundle
g̃ = (P × g)/G, where g is the Lie algebra of G and the action of G on g is given by the
adjoint representation.

The main instance in this framework is the Yang–Mills theory. In this case, given a
pseudo-Riemannian metric, g, on X and the Killing metric, K : g × g → R, on the Lie
algebra, we first define a fibered inner product:

⟨·, ·⟩g :
(∧2 T ∗X ⊗ g̃

)
×X

(∧2 T ∗X ⊗ g̃
)

→ R
(α1 ⊗ [p, ξ1]G, α2 ⊗ [p, ξ2]G) 7→ g(α1, α2)K(ξ1, ξ2).

Then the Yang–Mills Lagrangian density is L = Lvg, where vg ∈ Ωn(X) is the pseudo-
Riemannian volume form and

L : J1C(P ) → R, j1xA 7→
〈
F̃A
x , F̃

A
x

〉
g
, (35)

where F̃A ∈ Ω2(X, g̃) is the reduced curvature of the principal connection A, i.e., the curva-
ture regarded as a 2-form on the base manifold with values in the adjoint bundle.

The Yang–Mills Lagrangian density is a particular case of a gauge invariant Lagrangian.
From the perspective of fibered actions, gauge transformations can be regarded as sections
of the associated bundle πG̃,X : G̃ = (P ×G)/G → X, where the action of G on itself is by
conjugation, which is a Lie group bundle with the fiberwise group structure inherited from
G. This Lie group bundle acts on the left on πP,X . In order to have a fiber action on C(P ),
we need first derivatives of the sections of πG̃,X , i.e., we consider its first jet bundle. More
precisely, we define

J1G̃×X C(P ) → C(P ),
(
j1xγ, [j

1
xs]G

)
7→

[
j1x(γ · s)

]
G
. (36)

Following the notation in this article, G = J1G̃ is the Lie group bundle of the reduction.
Furthermore, the gauge invariance of a Lagrangian is understood with respect to the Lie
group subbundle H = J2G̃ ⊂ J1

(
J1G̃

)
= J1G.

Unfortunately, since the fibered action (36) is not free, the corresponding quotients fail to
be manifolds and our results cannot be applied as they are. However, this singular situation
can be fixed by extending the configuration bundle of the theory; namely, we take πJ1P,X

instead of πC(P ),X as the configuration bundle. The action of J1G̃ is now free and, in fact,
transitive, i.e., J1P/ J1G̃ ≃ X.

Observe that any Lagrangian L : J1C(P ) → R may be lifted to a new (unreduced)
Lagrangian L̂ : J1 (J1P ) → R by setting L̂ (j1xŝ) = L (j1x[ŝ]G) for each j1xŝ ∈ J1 (J1P ). As a
straightforward consequence of (29), a function L̂ ∈ C∞ (J1 (J1P )) comes from a function
L ∈ C∞ (J1C(P )) if and only if it is invariant with respect to the following (right) fibered
action,

J1
(
J1P

)
×X J1(X,G) → J1

(
J1P

)
,

(
j1xŝ, j

1
xh̃

)
7→ j1x

(
ŝ · h̃

)
, (37)

where J1(X,G) is the jet of functions from X to G, which coincides with the jet of the trivial
bundle X ×G → X.
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7.5.2 Reduced configuration space

Since all the results concerning reduction are local, for brevity we will confine ourselves to
trivializing charts. More precisely, we may assume that P = X × G with X = Rn, whence
G̃ = X ×G and g̃ = X × g. By means of the right trivialization of the tangent bundle of G,
we can identify J1P = J1G̃ = G⋉ (T ∗X ⊗ g) and J1g̃ = g× (T ∗X ⊗ g). The expression of
the fibered group product with this identification reads (cf. [14, Theorem 4.2])

(g, ξx) · (h,Ax) = (gh, ξx +Adg ◦Ax) , (g, ξx), (h,Ax) ∈ J1G̃.

This expression also holds for the fibered action of πJ1G̃,X on πJ1P,X . In addition, with
the aid of any linear connection ∇X on the tangent bundle of X, we have an identification
(cf. [14, Theorem 3.1]):

J1
(
J1P

)
= J1

(
J1G̃

)
≃ G× (T ∗X ⊗ g)×X (T ∗X ⊗ g)×X (T ∗X ⊗ T ∗X ⊗ g).

In this trivialization, the extension of the dual connection of ∇X to g-valued forms on X is
used, i.e., ∇̃ : Γ(T ∗X ⊗ g) → Γ(T ∗X ⊗ T ∗X ⊗ g). In this situation, the second jet bundle
takes the form (cf. [14, Corollary 5.5])

H = J2G̃ ≃
{
(g, ξx; ηx, ϕx) ∈ J1

(
J1G̃

)
: ξx = ηx, Skew(ϕx) = −1

2
[ξx, ξx]

}
,

where Skew : T ∗X ⊗ T ∗X →
∧2 T ∗X is the skew-symmetrization map. As a Lie group

connection on πJ1G̃,X and principal bundle connection on πJ1P,X we choose the jet fields ν̂ :

J1G̃ → J1(J1G̃), ν̂(g, ξx) = (g, ξx; 0x, 0x) and ω̂ : J1P → J1 (J1P ), ω̂(g, ξx) = (g, ξx; 0x, 0x)
(see [15, Lemma 4.1] and [15, Proposition 4.3], respectively). With them, we have H =∨2 T ∗X ⊗ g̃ and we can take

φ : J1G̃ → T ∗X ×X J1g̃, φ(g, ξx) =

(
ξx,−

1

2
[ξx, ξx]

)
,

for H in Proposition 3.1. Under these identifications, it can be checked that Theorem 3.1
reads as follows.

Proposition 7.3 (Reduced space). For gauge theories, the identification (13) is given by(
J1

(
J1P

))/
J2G̃

∼→ (T ∗X ⊗ g)⊕
(∧2 T ∗X ⊗ g

)
,

[
j1xŝ

]
J2G̃

7→
(
Ax,−F̃A

x

)
, (38)

where Ax = [ŝ(x)]G ∈ C(P ) is the (pointwise) principal connection and F̃A
x ∈

∧2 T ∗X ⊗ g
denotes its reduced curvature.

As a result, given an extended section ŝ ∈ Γ(πJ1P,X) such that A = πJ1P,C(P ) ◦ s ∈
Γ(πC(P ),X), then the corresponding reduced section is given by

s = (A,−F̃A) ∈ Γ
(
(T ∗X ⊗ g)⊕

(∧2 T ∗X ⊗ g
))

.
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7.5.3 Utiyama’s theorem and Yang–Mills equations

From Proposition 7.3, the reduced Lagrangian l depends on two arguments: (Ax,−Fx).
However, we now have to take into account that the unreduced Lagrangian L was in fact
defined in J1(C(P )) and not in J1(J1P ). In other words, we have to impose that l is invariant
by the action of J1(X,G). After transferring this (right) action by (38), we obtain(

Ax, F̃x

)
· (h, µx) =

(
Adh−1 ◦(Ax + µx),Adh−1 ◦F̃x

)
, (39)

for each
(
Ax, F̃x

)
∈ (T ∗X ⊗ g) ×X

(∧2 T ∗X ⊗ g
)

and (h, µx) ∈ G ⋉ (T ∗X ⊗ g). If l must
be invariant invariant with respect to this action, then l must not depend on Ax and the
dependence on F̃x is adjoint invariant. Utiyama’s theorem is now straightforward.

Corollary 7.1 (Utiyama’s theorem). A Lagrangian L : J1C(P ) → R is gauge invariant if
and only if L = l ◦ F̃ , where

F̃ : J1C(P ) →
∧2 T ∗X ⊗ g̃, j1xA 7→ F̃A

x ,

is the reduced curvature map, and l :
∧2 T ∗X ⊗ g̃ → R is an Ad-invariant function.

This represents an alternative proof of the Utiyama’s theorem that relies on the gauge
reduction theory developed in this article. Roughly speaking, this new approach takes ad-
vantage of the gauge invariance of the Lagrangian density to transfer it to the corresponding
fibered quotient and, by means of the identification (38), this quotient space is seen to be
nothing but the curvature bundle of the theory. Of course, the Ad-invariance of the reduced
Lagrangian is also taken into account from our perspective.

Finally, we explore the reduced equations. It can be checked easily that the dual operator
of the map (19) is given by

φ†
∗ : TX ⊗

(
J1g̃

)∗ → (
J1g̃

)∗
, (αx, βx) 7→ (0, αx).

On the other hand, the coadjoint representation given in Lemma 4.5 reads

ad∗
s : H

◦ →
(
J1g̃

)∗
, (ϖx,Πx) 7→

(
ad∗

Ax
◦ϖx − ad∗

F̃A
x
◦Πx, ad∗

Ax
◦Πx

)
,

where H◦ = (TX ⊗ g∗) ×X

(∧2 TX ⊗ g∗
)
. Then one can check that the reduced equations

for a section (A,−F̃ ) of (T ∗X ⊗ g)⊕ (
∧2 T ∗X ⊗ g) are

ad∗
F̃A

(
δl

δF̃

)
= 0, (40)(

d̃iv − ad∗
A

)(
δl

δF̃

)
= 0, (41)

where we have taken into account that ∂l/∂A = 0 from (39), and d̃iv : Γ(TX ⊗TX ⊗ g∗) →
Γ(TX ⊗ g∗) denotes the divergence of ∇̃. But equation (40) is already satisfied by the
adjoint invariance of l described by the other condition provided by (39). We have thus the
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single equation (41). Note that, even though l does not depend on A, this variable is still a
variational field of the reduced problem and it appears in the equations.

In particular, for the Yang–Mills Lagrangian l =∥ F ∥2 we recover equation ⋆(d ⋆ F +
[A, ⋆F ]) = 0, which together with the reconstruction equation dF + [A,F ] = 0, are the
Yang–Mills equations.

8 Conclusions and future lines

In this work, the Lagrange–Poincaré reduction for covariant field theories has been general-
ized to account for local gauge symmetries, which have been modelled by fiberwise actions
of Lie group bundles. As most physical systems are not invariant by the full jet extension of
the fibered action, we have studied the reduction procedure when the Lagrangian is invariant
only by an affine Lie group subbundle. In order to study the geometry of the reduced config-
uration bundle and to drop the variational principle, a generalized principal connection has
been utilized. In order to illustrate the theory, the gauge reduction scheme here presented
has been applied to several examples: the classical case of global symmetries (Lagrange–
Poincaré reduction), symmetry by the full jet bundle, Electromagnetism (including k-form
electromagnetism and symmetry breaking by product groups), and non-Abelian gauge theo-
ries, leading to the well-known Utiyama theorem and the Yang–Mills equations. In the latter
application, the fibered action is not free and, thus, our theory cannot be applied a priori.
This situation has been handled through a sort of unreduction-reduction procedure in which
second order jets of functions with values on a Lie group have arisen.

The reduction scheme here presented opens new interesting questions for future work:

1. Gauge reduction. Even though the gauge examples examined have symmetries
defined by an affine subbundle, the generalization of our theory to any subbundle
H ⊂ J1G is a valuable topic. However, in this case the reduction of the configuration
bundle is more intricate, as Proposition 3.1 is not available. In addition, it would be
interesting to connect the present reduction approach to some constructions of curved
gauge theories [23, 33]. In short, curved gauge theories are constructed as standard
gauge theories by substituting the principal bundle by a generalized principal bundle.
For that reason, the fiberwise approach to local gauge symmetries here developed is
suitable to analyze those theories. The singular actions in these cases could be tackled
again with the unreduction-reduction idea used for non-Abelian gauge theories. Lastly,
the next natural step in the study of local symmetries would be to substitute the Lie
group bundle of symmetries by a Lie groupoid [19,35], which will allow to study sym-
metries that are not vertical, i.e., when the action moves the base point of the manifold,
as well as local symmetries where the dimension of the Lie group is not constant, but
it varies with the point of the base manifold.

2. Reduction by stages. There are many physical systems whose group of symmetries
can be split into two or more subgroups with different properties. In such case, it may
be convenient to carry out the reduction procedure in different steps corresponding to
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each of the “parts” of the group. This is known as reduction by stages (see [17, 37] for
Mechanics and [2] for Field Theory). The main issue one encounters when performing
this process is that the reduced phase space is no longer a jet bundle (or a tangent
bundle in the case of Mechanics). To overcome this, a new category of phase spaces
has to be introduced: the Lagrange–Poincaré category. The Lagrangian reduction
by stages for field theories introduced in [2] for standard Lie group actions could be
generalized to the case of fibered actions considered in the present work.

3. Hamiltonian reduction. In the Hamiltonian formulation of mechanics, reduction
is performed on each level set of the momentum map (cf. [42]). An alternative ap-
proach to Hamiltonian reduction that avoids the use of momentum maps consists of
reducing the Poisson bracket [40]. This latter approach has been extended to covari-
ant field theories yielding the Hamiltonian counterparts of the Euler–Poincaré and the
Lagrange–Poincaré reduction theories, that is, the Lie–Poisson [11] and the Poisson–
Poincaré [3] reduction theories, respectively. Of course, the Lagrangian and Hamilto-
nian viewpoints are related via the Legendre transform. It would be highly desirable to
extend the covariant Poisson reduction to account for local gauge symmetries, yielding
the Hamiltonian counterpart of the theory here presented.

4. Discrete reduction. The construction of discrete theories mimicking the continuous
ones has been a fruitful approach to obtain variational and geometric integrators for
the dynamical equations of the systems (see, for example, [43] for Mechanics or [21,34]
for field theories). In the same vein, reduction by symmetries has also been analyzed
in the discrete setting for both mechanics [5, 7, 38, 39, 46] and field theories [50]. The
construction of variational integrators for gauge theories is a big goal that will require
a careful analysis of the discrete analogs of the objects introduced here.
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