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Abstract-

This paper introduces the MERIT Dataset, a multimodal, fully labeled dataset of
school grade reports. Comprising over 400 labels and 33k samples, the MERIT
Dataset is a resource for training models in demanding Visually-rich Document
Understanding tasks. It contains multimodal features that link patterns in the
textual, visual, and layout domains. The MERIT Dataset also includes biasesin a
controlled way, making it a valuable tool to benchmark biases induced in
Language Models. The paper outlines the dataset& rsquo;s generation pipeline
and highlights its main features and patterns in its different domains. We
benchmark the dataset for token classification, showing that it poses a significant
challenge even for SOTA models.
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