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Abstract. An experimental and numerical comparison of new full-scale atrium fire

tests in the 20 m cubic atrium with four different heat release rates (1.7 MW,
2.3 MW, 3.9 MW and 5.3 MW) is presented. Different exhaust conditions (steady
and transient extraction rates) and different make-up air configurations (symmetric

and asymmetric) are assessed. Temperature measurements in the near (fire plume)
and far field (close to the walls) have been recorded by means of 59 thermocouples.
The smoke layer interface is also estimated by means of a thermocouple tree with 28

measurements using the least-square and the n-percent methods. The simulations
have been conducted using FDS (version 6, Release Candidate 3). The comparison
with the simulations shows average discrepancies lower than 32% and 11%, for the
near and far field temperatures, respectively. A discrepancy lower than 5% (1 m) is

obtained by both methods for the smoke layer height when the steady state is
reached. Finally, a slower response to an increment on the exhaust rate is predicted
on the smoke layer, being more perceptible for high heat release rates.
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1. Introduction

Nowadays, new architectural trends lead to fire safety designs supported by com-
putational fluid dynamics (CFD) simulations, due to the applicability limits of the
fire safety regulations. They are usually used to predict fire dynamics and smoke
movement, fire dynamic simulator (FDS) [1] being the most used. In the case of
atria, the smoke behaviour and its management constitutes one of the major con-
cerns in fire safety designs, and then in CFD simulations. The accurate evaluation
of the smoke layer can be translated into large amount of savings and lives. In
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this context, the smoke layer interface plays an important role, and the study of
the different parameters and conditions that affect it is a key issue. Four of the
most important parameters that influence the smoke layer interface are the HRR,
the smoke production, the exhaust conditions and the make-up air supply [2].
However, these models should be validated for the different fire-induced condi-
tions, the full-scale fire tests being a valuable source to be used as a benchmark,
even more considering the high investment needed and the difficulties to build up
a suitable test facility, which lead to a scarcity of full-scale fire data tests.

On this matter, atrium full-scale fire tests were carried out with heat release
rates (HRR) up to 5 MW in China by Chow et al. [3] and in Canada by Lough-
eed et al. [4]. Additionally, Gutierrez et al. [5–8] validated some fire tests nu-
merically with FDSv4 [9] and FDSv5 [10] with HRRs from 1.22 MW up to 2.34
MW in the fire atrium located in Spain. The studies on the smoke layer interface
highlighted the importance of the make-up air supply or the exhaust flow rate
conditions on its behaviour. On one hand, the make-up air supply velocity is re-
ported on the norms [2, 11], to be limited to values below 1 m/s in the flame prox-
imity. However, some studies confirmed that upper values can perturb the flame,
increasing the smoke production and reducing the smoke layer interface height,
especially for atria heights below 20 m [12–15]. On the other hand, an excessive
exhaust flow rate can remove clean air throughout the smoke layer reducing the
effectiveness of the smoke exhaust system, effect known as plugholing, which was
studied under different smoke exhaust rates and outlet locations by Lougheed
et al. [4]. Most of these studies only consider symmetrical make-up air entrain-
ment or constant exhaust flow rates. Therefore, to the best of the authors’ knowl-
edge, there is a lack of results on cross-ventilation tests or time-dependent
extraction rates. Cross-ventilation can create flow patterns that generate flame dis-
turbances such as swirls or inclinations which may affect the smoke layer interface
as well as the fire-induced conditions. And the response of the smoke layer inter-
face when the exhaust flow rate is changed is acutely useful when trying to main-
tain tenable conditions.

Additionally, how to assess the smoke layer interface is essential due to its im-
portance in the smoke control design. It is usually evaluated in the literature by
means of CO2 concentration [16, 17] as well as temperature measurements [18–22],
the latter being the most used due to the ease of its measurement. There are many
different temperature methods to evaluate the smoke layer interface in the lit-
erature, such as the n-percent method proposed by Cooper et al. [18], the upper
zone averaging and mass equivalency by Quintere et al. [19], the maximum gradi-
ent method by Emmons [20], the Janssen method [21] or the least-square method
by He et al. [22]. All these methods, except the least-square method, present a cer-
tain grade of empiricism, because of that the least-square method has been used in
this paper to compare the smoke layer interface both numerically and experimen-
tally.

With the aim of contributing to the aforementioned subjects, this paper presents
results of four new full-scale fire tests with different pool fire sizes, with HRRs of
1.7 MW to 5.3 MW, under different exhaust flow rates and make-up air supply
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configurations. Mainly, the smoke temperature in the near (fire plume) and the far
field (close to the walls) as well as the smoke layer interface are herein reported.
These experimental results could be also used as a benchmark to validate nu-
merical models. In fact, a numerical–experimental comparison using FDSv6 is al-
so presented, validating the numerical model. The paper is structured as follows.
Section 2 describes the experimental set-up completely, including the devices used
in the fire tests. After that, the experimental tests are detailed in Sect. 3 and the
numerical model used is introduced in Sect. 4. Then, in Sect. 5 the results are pre-
sented and discussed. And finally, the conclusions are drawn in the last section.
Additionally, the study of the heat release rate and the temperature uncertainties
on the experiments are described in Appendixes 1 and 2.

2. Experimental Set-Up

The experiments have been conducted at the fire atrium located in Murcia, Spain
(Figure 1a) [5–8, 23]. This atrium, with dimensions of 19:5� 19:5� 17:5m3, has
four exhaust fans installed at 1.75 m far from the centre, represented in Figure 1b
as ‘‘A’’, ‘‘B’’, ‘‘C’’ and ‘‘D’’. Each fan can work at two different exhaust rates (4.6
m3=s and 9.2 m3=s). Moreover, vented fire conditions are guaranteed by air en-
trance through eight identical grilled vents located at the bottom of the atrium,
whose dimensions are 4:88� 2:5m2. These openings can be partially or fully
opened or closed. The walls and the roof were built with 6-mm-thick galvanized
steel, and the ground with concrete, Table 1.

The fire source in the tests herein presented was located at the centre of the
atrium and the fuel used was heptane, C7H10. The recipients chosen for the fire
tests were circular pool fires normalized with depth of 25 cm. A thin layer of wa-
ter was also added, with the aim of insulating the fuel from the metal base, to ob-
tain a more stable steady burning regime. The pool fires used and the average

(a) (b)

Figure 1. (a) Fire atrium. (b) Layout and main dimensions of the
atrium.
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HRR estimated are summarized in Table 2. The volume of water was measured
before and after each test, observing that this volume remained constant.

The atrium was equipped with a total of 59 thermocouples distributed at differ-
ent positions to assess the smoke temperature in the fire plume as well as close to
the walls. Additionally, three load cells were installed under the pool fire to mea-
sure the mass loss rate and determine the HRR of the fire, which will be further
described later.

The temperature was measured by means of vertical trees, see Figure 2, at the
central section of the atrium, at a distance of 0.3 m from the walls A and C, and
close to one of the diagonals of the facility. Moreover, five thermocouples were lo-
cated at a height of 13.25 m but at different distances from the centre, and anoth-
er one under fan B. Figure 2a shows a top view of the atrium, in which the
different thermocouple trees installed can be observed. Different cross sections of
the facility (central section, wall A and wall C) are depicted in Figure 2b–d. Note
that the Smoke Layer tree is only included in Figure 2a, which is described in de-
tail later. The three sections considered herein are as follows:

– Central Section. Thirteen thermocouples were installed at the centre of the atri-
um (sensors 1–13), as can be observed in Figure 2b. Some of them were located
over the fire to measure the temperature of the fire plume (sensors 1–7), and the
one under fan B to measure the maximum smoke layer temperature (sensor 8).
Finally, five thermocouples were located at 13.25 m height and every 2 m (ex-
cept for the sensor 13, Figure 2b) from the centre to characterize the smoke lay-
er radial temperature distribution from the fire source (sensors 9–13).

– Wall A. Twelve thermocouples were installed in three thermocouple trees to
measure the temperature at 30 cm from the wall A (sensors 14–25) as can be
observed in Figure 2c. These measurements are used to study the smoke tem-
perature at the far field and the smoke layer drop.

Table 1
Material Properties of the Facility

Density

(kg/m3)

Thermal

conductivity

(W/m K)

Specific heat at

constant pressure

(J/kg K) Emissivity

Galvanized steel 7800 45 460 0.2 to 0.4

Concrete 1860 0.72 780 0.9

Table 2
Pool Fire Diameters and the Average HRRs Estimated

Test Pool fire diameter (m) HRR (MW)

#1 0.92 1.7

#2 1.17 2.3

#3 1.47 3.9

#4 1.67 5.3

54 Fire Technology 2016



– Wall C. Six thermocouples were installed in two thermocouple trees to measure
the temperature at 30 cm from the wall C (sensors 26–31) as can be appreciated
in Figure 2d. These measurements also provide information on the smoke layer
homogeneity and stability.

– Smoke Layer Tree. Twenty-eight thermocouples were installed. From the
ground to 5 m height, five thermocouples were installed every meter (sensors
32–36); from 5 m to 15 m height, twenty thermocouples every 0.5 m (sensors
37–56); and from 15 m to 18 m height, three thermocouples every meter (sen-
sors 57–59). This thermocouple tree determines the smoke layer growth as well
as the smoke layer response in case of any modification in the ventilation sys-
tem.

As for the instrumentation, the experimental equipment is as follows:
Thermocouples
Bare type K thermocouples with a sensitivity of 41 V/C were installed. The

working temperature of these thermocouples ranges from -200�C to +1350�C.
The wires, with a diameter of 0.5 mm, used to connect the thermocouples with the
data loggers, had no unions in order to minimize signal noises. Most of the ther-
mocouple wires were isolated with common fibreglass, which thermally protect the
wire up to 400�C. However, the thermocouples located over the fire (sensors 1–5
in Figure 2b) were isolated with high temperature fibreglass, increasing the isola-
tion protection up to 800�C. The uncertainties are described in Appendixes 1 and
2.

Data Logger
Three dataTaker DT500 data loggers with 60 independent channels were used

to record the thermocouple temperatures. The uncertainties are described in Ap-
pendix 1.

Meteorological Station
The ambient conditions were taken from a digital barometer Rocktrail, which

allowed to measure the temperature, the relative humidity and the pressure out-
side the facility. The uncertainty of these measurements was 1�C, 5% and 5 mb,
respectively.

Load Cells
The mass loss rate was measured by means of three Dinacell CF K150 load

cells placed under the pool fire. They were insulated with rock wool and covered
with aluminium foil in order to minimize the influence of the flame temperature
on them. The load cells were connected to a computer by means of a Dinacell
ADS 420 digital signal conditioner. Appendix 1 presents the uncertainties related
to the mass loss rate, and then for the heat release rate.

3. Fire Tests Description

Prior to the experiments presented in this paper some fire tests were carried out in
the fire atrium by Gutierrez et al. [5–8], which were used to validate temperatures
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in atrium fires at the fire plume and close to walls under different HRRs using
FDSv4 and FDSv5 [10]. Table 3 shows a summary of the tests performance. The
set of new fire tests are focused to complement the previous research by means of
the study of the smoke layer drop and its response behaviour under time-depen-
dent exhaust flow rates and to assess the make-up air supply configuration and
area on the fire-induced conditions.

In this regard, four pan diameters were used in the present work to assess the
smoke behaviour and its temporal evolution for a range of heat release rates from
1.7 MW (test #1) to 5.3 MW (test #4). They were located at the centre of the atri-
um and above three load cells. Heptane was used as fuel, being spilled in the pan.

(c) (d)

(a) (b)

Figure 2. Sensors layout on the atrium: (a) thermocouple tree
locations, (b) central section, (c) at 30 cm from wall A and (d) at
30 cm from wall C.
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Once the fuel was ignited, the fire continued until the fuel was completely burned.
Moreover, the openings layout and area as well as the exhaust flow rate were var-
ied to assess the make-up air influence and the mechanical exhaust efficiency. In
particular, test #1 considered asymmetrical make-up air venting conditions, where-
as test #3 and #4 were conducted under time-dependent ventilation exhaust rates.
Table 4 summarizes the experimental conditions of the tests conducted.

The HRR ( _Q) has been evaluated by means of the mass loss rate measured by
the three load cells as

_Q ¼ _m � DHcomb � vcomb ; ð1Þ

where _m is the mass loss rate, DHcomb the heat of combustion which is 44.647 MJ/
kg for heptane, and vcomb the combustion efficiency which is 0.92 [24].

Figure 3 shows the HRR curves with the uncertainty bounds for the different
tests. Different behaviours can be observed. In test #1, which pan diameter is 0.92
m (Figure 3a), the average HRR is 1.7 MW. It is possible to appreciate different
peaks with values that reach up to 7.3 MW, which are not expected for this pan

Table 3
Summary of Experimental Conditions During the Fire Tests Carried Out
by Gutierrez et al. [5–8]

Fire test

Heptane

weight

(kg)

Burning

time (s) Open vents

Exhaust

flow rate

(m3/s)

Amb.

temp

(�C)
Pressure

(Pa)

HRR

(MW)

Gutierrez et al. [5, 7]—Test #a 29.5 837 All 14.32 16.7 101,800 1.5

Gutierrez et al. [6]—Test #b 35.5 1010 A1, A3, C1, C2 Note 1 13.0 101,400 1.4

Gutierrez et al. [7]—Test #c 35.5 883 A1, A3, C1, C2 14.32 28.9 100,800 1.6

Gutierrez et al. [7, 8]—Test #d 35.5 1094 A1, A3, C1, C2 (22%) 14.32 27.5 100,700 1.3

Gutierrez et al. [6]—Test #e 51 843 A1, A3, C1, C2 Note 1 18.0 101,400 2.5

Gutierrez et al. [6]—Test #f 68 1094 A1, A3, C1, C2 None 16.0 99,700 2.5

Gutierrez et al. [8]—Test #g 51 931 A1, A3, C1, C2 (22%) 14.32 28.0 100,300 2.2

Note 1: Fans B and D on (7.16 m3/s) and Fans A and C off (natural ventilation throughout the free space on fan

holes)

Table 4
Summary of Experimental Conditions During the Fire Tests

Fire test

Heptane

weight

(kg)

Burning

time (s) Open vents

Exhaust

flow rate

(m3/s)

Amb.

temp

(�C)
Pressure

(Pa)

HRR

(MW)

Test #1 28.8 708 A1, C1 18.3 20.1 101,651 1.7

Test #2 36.5 647 A1, A3, C1, C2 18.3 18.0 101,617 2.3

Test #3 54.2 836 A1, A3, C1, C2 Note 1 21.1 102,056 3.9

Test #4 73.0 565 A1, A3, C1, C2 Note 2 16.7 102,191 5.3

Note 1: (0 to 180 s) Natural; (180 to 360 s) 18.3 m3/s; (360 to end) 32.2 m3/s

Note 2: (0 to 270 s) 18.3 m3/s; (270 to end) 27.5 m3/s
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size whose value should be around 1.5 MW [6]. Those peaks are caused by the
make-up air flow induced by the asymmetrical opening distribution, being capable
to produce flame swirls which are translated into high heat release rates. In con-
trast, test #2, which pan diameter is 1.17 m and the average HRR is 2.3 MW
(Figure 3b), shows small oscillations. The third pan used, test #3, with a diameter
of 1.47 m corresponds to an average HRR of 3.9 MW (Figure 3c). Finally, the
largest pan used in test #4 with a diameter of 1.67 m presents an average HRR of
5.3 MW (Figure 3d).

4. Numerical Set-Up

As it has been previously commented, Fire Dynamic Simulator (FDSv6) [1] has
been used to carry out the numerical simulations. The models used to account for
combustion, turbulence and radiation were the Eddy dissipation concept (EDC)
model with a thermal extinction model, Deardorff model (Cv = 0.1) and radiation
transport equation with 100 radiation angles, respectively [1]. As boundary condi-
tions, the walls and the pyramidal roof were modelled with 6 mm thermally thick
galvanized steel (Table 1). The ground floor was simulated as a thermally thick
layer of concrete, Table 1. The fans were modelled as flow rate curves correspond-
ing to the temporal exhaust flow rates, and the make-up air inlets at the bottom
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Figure 3. Heat release rate curves with uncertainty bounds. (a) test
#1, (b) test #2, (c) test #3 and (d) test #4.
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of the atrium as open vents. The outer atmospheric conditions, shown in Table 4,
are imposed considering quiescent atmosphere.

The pool fire was modelled setting the estimated HRR curves as an input for
each test (Figure 3). The radiation fraction for the heptane was 0.35 [6].

Finally, the grid size has to be small enough to properly model the turbulence
effects. For the LES method, a spatial resolution of 1=4<R< 1=16 is recommend-
ed [25]. This spatial resolution is defined as R ¼ D=D�, where D is the element size
and D� the characteristic diameter of the plume, obtained from the Froude num-
ber [24], calculated as

D� ¼
_Q

q1cp;1T1
ffiffiffi

g
p

� �

; ð2Þ

where _Q is the HRR (kW), q1 is the air density (kg/m3), cp;1 is the air specific
heat at constant pressure (J/kg K), T1 is the air temperature (K) and g is the
gravity acceleration modulus (9.81 m/s2) [26].

Figure 4 presents a sensitivity analysis of the element size (20 cm, 13 cm and
10 cm) for test #1, which shows the results obtained at h = 15 m, h = 10 m and
h = 5 m near the wall A. It can be observed that the two finer grids, i.e. grids of
10 cm and 13 cm, present the same results, whereas the coarsest grid predicts
slightly different results, but close to those from the two finer grids. In the present
study, the element size chosen for this paper was 13 cm, the minimum resolution
being 1/9 for test #1 and the maximum resolution 1/14 for test #4, within the
aforementioned recommendation, in order to optimize the computational cost of
the computations, considering that it takes 1150 s to simulate 1 s of fire test in the
case of the finest grid, whereas it takes 370 s in the case of the 13 cm grid cell.

5. Results

As it has been previously commented, the main experimental and numerical re-
sults are presented and discussed in this section. Four different pool fires with di-
ameters of 0.92 m, 1.17 m, 1.47 m and 1.67 m have been assessed. These tests
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m, (b) h = 10 m and (c) h = 15 m.
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presented are carried out under different exhaust flow rates as well as different
make-up air supply configurations. To this aim, thermocouples in the near field as
well as in the far field have been used to characterize the main features of the fire-
induced inner conditions. Furthermore, the dynamic behaviour of the smoke layer
interface has also been assessed by varying the exhaust flow rate during some ex-
periments. The above measurements have been compared with the corresponding
results from simulations by means of absolute and relative differences, the latter
being calculated with respect to the experimental results. Additionally, two previ-
ous fire tests carried out by Gutierrez et al. [6, 7] in the fire atrium have been also
simulated with FDSv6 in order to analyse the robustness of the model herein pre-
sented.

The smoke layer height has been also studied by means of the ‘‘Smoke Layer’’
thermocouple tree (Figure 2a). The least-square method [13, 27] as well as the n-
percent (N = 30%) method [14, 26] have been assessed by means of absolute and
relative discrepancies, the latter being calculated with respect to the total atrium
height (20 m). These two methods have been used to assess their accuracy in rep-
resenting the smoke layer height. On one hand, the n-percent method has been
one of the most extended methods to determine the free smoke height [6, 28], due
to the ease of calculation. On the other hand, the least-square method is neither
dependent on any parameter nor empirical correlations [22]. This method, applied
to the smoke temperature, establishes the smoke layer interface where the de-
viation (rd) of the temperature at the smoke layer interface is minimum. This de-
viation is defined as follows:

rdðHÞ ¼ 1

H

Z H

0

½T ðzÞ � Tl�2dzþ
1

Ht � H

Z Ht

H
½T ðzÞ � Tl�2dz ð3Þ

Tl ¼
Hi

RH
0 1=T ðzÞdz ; ð4Þ

where H is the height of the smoke layer interface, Ht the total height of the atri-
um and T ðzÞ the temperature at a height z. Therefore, for a given vertical tem-
perature profile, the least-square smoke interface Hi is that which minimizes the
deviation:

r2ðHiÞ ¼ min½r2ðHÞ� : ð5Þ

These methods require to be updated every time step to obtain the smoke layer
descent. Additionally, ghost thermocouples have been introduced every 10 cm by
means of interpolation between the thermocouples originally installed in order to
acquire more accuracy in the smoke layer interface position. The smoke layer has
also been numerically evaluated by means of least-square method applied on the
same thermocouple locations as in the experiments.
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5.1. Previous Tests Validation with FDSv6

Test #c and test #e were carried out by Gutierrez et al. [6, 7] using pans of di-
ameters 0.92 m and 1.17 m, respectively, with the average estimated HRRs of 1.6
MW and 2.5 MW, respectively. Both tests used a symmetrical inlet vent distribu-
tion (A1, A3, C1 and C2 opened). Test #c was fully mechanically ventilated (14.32
m3/s), whereas a mix of natural and mechanical ventilation were chosen in Test #e
(fans B and D on, 7.16 m3/s, and A and C off).

Figure 5a–f show the temperature profiles at 5.25 m height over the fire (a, d),
under fan B (b, e), and at 5 m height at 30 cm from wall A (c and f) of Test #c
and Test #e, respectively. On the fire plume (Figure 5a, d), higher differences can
be observed during the beginning of the fire tests. Additionally, it can be observed
that the temperature profiles take some time to reach higher temperatures, where-
as the simulations reach these values almost instantly once the fire had begun.
This effect may be associated to the thermal inertia of the thermocouples used in
this experiment, which were sheathed probes of 3 mm diameter. In the case of the
new experimental data presented in next subsections of this paper, 0.5 mm bare
thermocouples were used, with a significantly lower thermal inertia. This phe-
nomenon is also observed under fan B (Figure 5b, e), in which higher tem-
peratures were predicted during the first 400 s of simulation. The maximum
discrepancy in the last 100 s of simulation is 3�C (3%) and 18�C (18%) for Test
#c and #e, respectively. Finally, the temperature at 5 m height close to wall A is
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Figure 5. Temperatures in the fire plume at (a, d) h = 5.25 m;
under fan B (b, e); and at 30 cm from Wall A at 5 m (c, f). Test
#e is represented in (a–c), and Test #d in (d, e).
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quite well predicted, the average discrepancy during the last 200 s, once the steady
state is reached being 4�C (10%) and 7�C (15%) for Test #c and #e, respectively.

5.2. Test #1

Test #1 was carried out with a pan of diameter equal to 0.92 m and an estimated
average HRR of 1.67 MW. Cross-ventilation was imposed with vents A1 and C1
opened (Figure 1). A constant exhaust flow rate of 18.3 m3/s was established.

Figure 6a–c show the near-field temperature, specifically the fire plume tem-
peratures at h = 5.25 m, 7.25 m and 13.25 m (sensors 2, 4 and 6). The tem-
perature at this region is very high due to the proximity to the flame and the
combustion products are not diluted with air, above all at 5.25 m (Figure 6a). The
temperature decreases as the height increases due to the make-up air entrainment
to the fire plume (Figure 6b, c). These measurements are highly affected by flame
local effects, e.g. flame inclinations. In addition, three experimental temperature
peaks can be clearly appreciated after 400 s, which can be explained as a conse-
quence of the flame swirls provoked by the cross make-up air supply distribution.
This open vents distribution causes a flow pattern which creates flame swirls, as
can be observed in Figure 7b, which increases the mass loss rate, i.e. the HRR, as
well as the flame height. These flame swirls, and the consequent temperature incre-
ments, affect the fire-induced conditions not only in the near field, but also in the
far field (Figure 6d–f). The comparison with the simulation shows the same gener-
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Figure 6. Test #1. Temperatures and experimental uncertainty
bounds. Fire plume at (a) h = 5.25 m (sensor 2), (b) h = 7.25 m
(sensor 4), and (c) h = 13.25 m (sensor 6). At 30 cm from Wall A at
(d) h = 5 m (sensor 14), (e) h = 10 m (sensor 16) and (f) h = 15 m
(sensor 18).
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al trend with a fairly good agreement, considering the above-mentioned phe-
nomena affecting the flame. However, this agreement is better at greater heights,
i.e. 7.25 m and 13.25 m, due to the lower influence of the flame on these regions.
Moreover, the major temperature differences can be found at the early stages t <
300 s at h = 5.25 m and 7.25 m. A numerical swirl after 200 s is predicted due to
the peak in the mass loss rate introduced (Figure 6a). However, its inclination has
not been properly simulated as can be appreciated by the discrepancies observed.

With respect to the far field, Figure 6d–f present the temperature measurements
at three sensors close to wall A (sensors 14, 16 and 18). The temperature at this
region is lower and starts to rise later as a consequence of the travelling time of
the smoke from the fire plume to the smoke layer and its subsequent growth. In
general, the same trends are noticed in the experiments and the simulations. Quite
good agreement is also obtained in the other regions with average discrepancies of
5�C (8%), 6�C (11%) and 6�C (17%) at 15 m, 10 m and 5 m height, respectively.
Furthermore, the largest discrepancies are observed at 5 m hheight, where ex-
perimentally a sudden temperature drop occurs at the final stages at approximate-
ly 635 s, whereas in the simulation the temperature continues to increase. This can

Figure 7. Pictures of Test #1 after (a) 64 s, (b) 623 s and (c) 662 s.
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be explained because of a flame inclination during the test which can be observed
in Figure 7c.

Finally, Figure 8 shows the smoke layer drop and the experimental vertical tem-
perature profiles every 100 s. Experimentally, the n-percent method predicts a
slightly more conservative smoke layer height than the least-square method, de-
tecting the initial smoke layer drop earlier, as can be observed at 50 s. From then
on, a maximum difference of 1.6 m (8%) is obtained, the average discrepancy be-
ing 0.6 m (3%). This is a very important issue because such a difference can imply
the death of the occupants or it can lead to a non-efficient or too expensive smoke
exhaust system. When compared to the simulation, the smoke layer interface
shows the same trend. Numerically, the difference with respect to the experimental
measurements is more perceptible, above all, during the smoke layer drop (200 s
and 400 s), with differences of 2.4 m (12%). It can be noticed that until 200 s the
values (experimental and numerical) present a similar behaviour with an average
difference lower than 1 m (5%). Then, the numerical smoke layer height is larger
up to 400 s, when the numerical prediction becomes lower than the experimental
one, reaching the steady state at 450 s, with discrepancies of 1 m (5%). These dis-
crepancies could be caused by the aforementioned flame swirls which are very dif-
ficult to be modelled accurately. Moreover, it is worth highlighting that after 620 s
the experimental results show an increase in the smoke layer interface, which can
be associated to a reduction in the smoke production due to the flame inclination
described previously.

5.3. Test #2

Test #2 was conducted with a pan of 1.17 m, the average estimated HRR being
2.4 MW, with a symmetric inlet vents distribution (A1, A3, C1 and C2 opened)
and with a constant exhaust flow rate (18.3 m3/s).

Figure 9a–c present the fire plume temperature evolution at 5.25 m, 9.25 m and
13.25 m height (sensors 2, 4 and 6). It can be appreciated in Figure 9a, b that the
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Figure 8. Test #1. (a) Smoke layer drop. (b) Experimental smoke
layer temperature profiles every 100 s.
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flame reaches a steady state after 300 s at 5.25 m and 9.25 m height, the average
differences between the model and the experimental results being 16�C (5%) and
15�C (14%). Also, the predicted temperature at 13.25 m height (Figure 9c) agrees
well with the experimental values. The steady state is reached in the last 100 s, ob-
taining a difference of 14�C (12%). Predicted temperatures are in general slightly
higher than the real measurements, notwithstanding the overall agreements are
good.

As for the temperature recorded close to wall A, Figure 9d, e show a good
agreement with the experimental results. At 10 m and 15 m height (Figure 9e, f),
it can be seen the steady state is not reached. Thus, a mean value of the tem-
perature cannot be considered to compare with the numerical model, being more
adequate the use of the relative differences of the temperature at each time step.
The largest relative discrepancy reached is 12.5�C (30%) at 5 m height, at 470 s.
The differences in the rest of the thermocouples are lower than 7%.

Concerning the smoke layer drop, a common behaviour can be appreciated in
Figure 10a, in which three main parts can be clearly differentiated: the smoke fill-
ing, the smoke layer drop and the steady state. Experimentally, the n-percent
method is more conservative than the least-square method, the difference at the
steady state being lower than 1 m. Numerically, the simulation predicts very well
the smoke layer interface, although the smoke drops slightly slower, reaching the
steady state after 400 s (h = 5.2 m) whereas numerically at 300 s approximately
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Figure 9. Test #2. Temperatures and experimental uncertainty
bounds. Fire plume at (a) h = 5.25 m (sensor 2), (b) h = 7.25 m
(sensor 4), and (c) h = 13.25 m (sensor 6). At 30 cm from Wall A at
(d) h = 5 m (sensor 14), (e) h = 10 m (sensor 16) and (f) h = 15 m
(sensor 18).
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(h = 6.1 m). Experimentally, it can be also appreciated in the smoke layer tem-
perature profile (Figure 10b), in which the smoke layer interface is clearly identi-
fied after 300 s.

5.4. Test #3

Test #3 was carried out with a pan of diameter 1.47 m, with an average HRR of
3.9 MW. The make-up inlet vents topology was the same as in test #2, i.e. sym-
metrical configuration with A1, A3, C1 and C2 opened. As for the exhaust rate,
non-constant exhaust flow rate was considered. In particular, all the fans were off
at the beginning, i.e. natural ventilation until t = 180 s, when all of them were
switched on with a total flow rate of 18.3 m3/s. At t = 360 s, the exhaust rate was
increased up to 32.2 m3/s. This test and test #4 were conducted to assess the effect
of a time-dependent extraction rate on the smoke layer growth, the possible tran-
sient effects due to the exhaust regime variations and the ability of FDS to prop-
erly predict the induced conditions.

If the near field is considered, Figure 11a–c show the temperatures at three dif-
ferent heights of the fire plume, sensors 2, 4 and 6. In the experiments, the mea-
surements are fairly stable, which indicate that the flame remained vertical most of
the time, presenting small variations that can explain the subsequent discrepancies
with the predictions. The temperatures are also higher than in the previous tests
as the HRR is significantly larger. Furthermore, at h = 13.25 m three smoke tem-
perature increment trends can be distinguished, corresponding with the above-
mentioned exhaust conditions. The comparison with the simulation shows a quite
good agreement, the temperature being slightly over-predicted, with the average
discrepancies of 44�C (10%), 25�C (17%), and 21�C (19%) at 5.25 m, 7.25 m and
13.25 m height, respectively, evaluated from t = 200 s (steady combustion
regime).

With respect to the temperature of the smoke close to the wall A (Figure 11d–
f), the measurements also show three different temporal evolutions. Moreover, the
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Figure 10. Test #2. (a) Smoke layer drop. (b) Experimental smoke
layer temperature profiles every 100 s.
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agreement with the numerical predictions is remarkably good. As it has been com-
mented, at 5 m height (Figure 11d), both experimentally and numerically, the
smoke exhaust flow rate increment can be clearly observed after 360 s causing a
temperature drop. At this location, there are certain discrepancies at t � 300 s,
which could be caused by a small difference in the smoke travelling velocity or a
predicted larger smoke layer interface mixing due to the exhaust flow rate change.
However, these differences are magnified by the location of the interface at this
height approximately, as observed in Figure 12. Consequently, the subsequent nu-
merical smoke temperature descent at t > 360 s is larger, although the final tem-
perature is well predicted. At the remaining heights, that is 10 m and 15 m height
(Figure 11e, f), the average differences are of 3�C (5%) and 2�C (3%), respective-
ly.

Regarding the smoke layer (Figure 12a), a fast growth can be appreciated at the
early stages, due to the low exhaust rate (natural ventilation), the large HRR of
the fire and the total height of the facility. This growth decreases with time as the
smoke descends and due to the exhaust flow rate variation. As it has been com-
mented before, these different exhaust rates can be clearly identified, above all the
change from 18.3 m3/s to 32.2 m3/s, at t = 360 s, which induces a quite notice-
able increment in the clear height, from 5.6 m to 7.5 m, which can also be appre-
ciated in the experimental smoke temperature profiles (Figure 12b). Again, certain
discrepancies between the two methods used to experimentally determine the

0 200 400
0

200

400

600
(a) (b) (c)

(d) (e) (f)

t (s)

T
em

p
er

at
u

re
 (

°C
)

T
em

p
er

at
u

re
 (

°C
)

T
em

p
er

at
u

re
 (

°C
)

T
em

p
er

at
u

re
 (

°C
)

T
em

p
er

at
u

re
 (

°C
)

T
em

p
er

at
u

re
 (

°C
)

 

 

Exp.
Sim.

0 200 400
0

50

100

150

200

250

t (s)

 

 

Exp.
Sim.

0 200 400
0

50

100

150

200

250

t (s)

 

 

Exp.
Sim.

0 200 400
0

50

100

150

t (s)

 

 
Exp.
Sim.

0 200 400
0

50

100

150

t (s)

 

 

Exp.
Sim.

0 200 400
0

50

100

150

t (s)

 

 

Exp.
Sim.

Figure 11. Test #3. Temperatures and experimental uncertainty
bounds. Fire plume at (a) h = 5.25 m (sensor 2), (b) h = 7.25 m
(sensor 4), and (c) h = 13.25 m (sensor 6). At 30 cm from Wall A at
(d) h = 5 m (sensor 14), (e) h = 10 m (sensor 16) and (f) h = 15 m
(sensor 18).
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smoke layer height have been found, with the n-percent method presenting a low-
er height, with a maximum difference of 1.2 m (6%). Although this extreme value
is significant, the average discrepancy is 0.4 m (2%). Moreover, the predicted
smoke layer height shows a remarkably good agreement with the experimental
data, even considering the time-dependent exhaust flow rate. From t = 100 s to
180 s, when the fans are off, the predicted smoke layer drop does not present any
clear difference with the experiments, this being always lower than 1 m (5%).
Then, when the fans are switched on, with a 18.3 m3/s flow rate, there is still a
good agreement. Finally, when the exhaust flow rate was increased up to 32.1 m3/
s and the smoke layer begins to ascend, the differences for the last 50 s are lower
than 0.3 m (3%).

5.5. Test #4

Test #4 was carried out using a pan of diameter 1.67 m, with an average estimat-
ed HRR of 5.3 MW. Again, a symmetrical make-up air supply distribution (A1,
A3, C1 and C2 opened) and a non-constant exhaust flow rate were considered. In
this test, the four fans were switched on from the test beginning with an exhaust
flow rate of 18.3 m3/s, and after 270 s the exhaust rate was increased up to 27.5
m3/s.

Figure 13a–c show the smoke temperature at different heights of the fire plume.
At 5.25 m and 7.25 m height (Figure 13a, b), large temperature oscillations can be
noticed from t > 200 s, which indicate that the flame was not completely vertical.
Despite these local effects, the comparison with the simulation shows that after
200 s, i.e. once a steady combustion regime is reached, the average discrepancies
are 63�C (13%) and 39�C (23%), respectively, the temperature being slightly over-
predicted. At 13.25 m height (Figure 13c), the temperature is well predicted, with
a maximum discrepancy at t = 450 s of 47�C (32%), and an average difference of
25�C (17%).
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Figure 12. Test #3. (a) Smoke layer drop. (b) Experimental smoke
layer temperature profiles every 100 s.
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As for the thermocouples close to wall A (Figure 13d–f), a continuous tem-
perature increment is observed until t � 450s, when the fire-induced conditions
reach a steady state. Again, the exhaust rate change is noticeable, above all at h
= 5 m, where a significant temperature drop occurs. In general terms, the predict-
ed values agree well with the experimental ones at the higher locations. Further-
more, at the final stages, average discrepancies of 1.5�C (10%), 15�C (14%) and
7.5�C (6%) are observed at h = 5 m, 10 m and 15 m, respectively. The major dif-
ferences are found at 5 m height, after the exhaust rate was increased. Experimen-
tally, a fast temperature drop occurs, as previously commented, whereas
numerically the temperature reduction is slower. The predicted final state agrees
well in terms of temperature, which can indicate that FDS predicts a larger mixing
at the smoke layer interface.

If the smoke layer and the experimental smoke temperature profile are consid-
ered (Figure 14), the effect of the time-dependent exhaust rate can be clearly no-
ticed in the experiments, where a smoke layer height increment occurs after t =
270 s. The two methods assessed determine similar heights. However, when com-
pared with the simulation, there is good agreement up to t = 270 s. i.e. before the
exhaust rate is modified. From then on, FDS predicts a lower smoke height, in
accordance with the above-mentioned possibility of a predicted larger mixing at
the smoke layer interface. As a consequence, a final clear height of 5.4 m is
achieved, the experimental one being equal to 6.8 m, i.e. 7% difference.
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Figure 13. Test #4. Temperatures and experimental uncertainty
bounds. Fire plume at (a) h = 5.25 m (sensor 2), (b) h = 7.25 m
(sensor 4) and (c) h = 13.25 m (sensor 6). At 30 cm from Wall A at
(d) h = 5 m (sensor 14), (e) h = 10 m (sensor 16) and (f) h = 15 m
(sensor 18).
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6. Conclusions

This paper presents results from four novel fire tests of 1.7 MW, 2.3 MW,
3.9 MW and 5.3 MW under different exhaust conditions (steady and transient ex-
traction rates) and make-up air configurations (symmetric and asymmetric) to
assess their effect on the fire induced conditions. This has been studied by means
of temperature measurements in the near (fire plume) and far field (close to wall).
Additionally, the smoke layer interface has been presented and compared.

In this regard, a good agreement has been found in the four fire tests between
the numerical data and the experimental measurements in the near field, and also
in the far field. In the near field, the numerical temperature is slightly over-pre-
dicted, with average discrepancies lower than 32% in all the tests, obtaining the
larger differences for higher HRRs. In the far field, the temperatures predictions
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Figure 15. Propagation uncertainty scheme.
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are fairly accurate inside the smoke layer (10 m and 15 m), whereas larger discrep-
ancies were observed at the smoke layer interface, i.e. 5 m high. The discrepancies
at 10 m and 15 m high are lower than 11%, whereas at 5 m discrepancies up to
30% can be found, which is within the uncertainty associated to FDS [25].

Both kinds of exhaust flow rates herein considered, i.e. steady (test #1 and #2)
and transient extraction rates (test #3 and #4), are well predicted. The smoke lay-
er interface with a steady exhaust rate is slightly under-predicted, the discrepancy
found being lower than 1 m (5%) once the steady state is reached. And under
transient exhaust conditions, the smoke layer growth is predicted accurately, ob-
serving a larger mixing prediction at the interface, which affects the predicted tem-
perature at 5 m high, although with a small effect on the smoke layer height.

Finally, it is worthy highlighting that FDSv6 is able to predict well the fire in-
duced conditions in all cases when the measured HRR of the fire is an input. This
confirms that the HRR plays an essential role in fire simulations and must be ac-
curately modelled or set as input.
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Appendix 1: Propagation Uncertainties

In real measurements, the signals identified by devices are transmitted, in most of
the cases, by wires going through signal conditioners before being translated into
measurements. During this signal path, different devices are crossed. In the tests
described herein, measurements of temperature and mass loss rate were taken. On
one hand, the temperature was measured with thermocouples type K connected
directly by wires to a data logger which was connected to a computer. And on the
other hand, the mass loss rate was measured with three load cells located under
the pan. These were connected with an unified signal box and a load limiter unit
which was directly plugged in a computer. Figure 15 shows both data acquisition
schemes.

On the one hand, thermocouples uncertainties are as follows:

– Thermocouple type K: Class 2, according to IEC 584, DTTC ¼ �2:2 �C and
DTe
S ¼ �0:75% for T > 333�C, being null for temperatures lower.

– Data logger, dataTaker DT500, DTDL ¼ �0.1�C and DT
DT ¼ �0:1%.
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Therefore, the total uncertainty when measuring the temperature is

u2Tm ¼ u2DTe
S
þ u2DT

DT
þ u2DTTC þ u2DTDL þ u2DTrad : ð6Þ

On the other hand, the uncertainties related to the mass loss rate measurement are
as follows:

– Load cell, according to the manufacturer, Dinacell, DLC < 0:027% of rated out-
put.

– Conditioner data, according to the manufacturer, Dinacell, DBA 	 0%
– Load limiter unit, according to the manufacturer, Dinacell, DLL ¼ �0:3%.

Thus, according to Eq. (1), the total uncertainty for the HRR is evaluated as

u2HRR ¼ @ _Q
@Dm

� �2

�u2Dm þ @ _Q
@Dt

� �2

�u2Dt þ
@ _Q

@DHcomb

� �2

�u2DHcomb
: ð7Þ

The values obtained from the previous expressions have been represented in Fig-
ures 3, 6, 9, 11 and 13.

Appendix 2: Heat Transfer Mechanisms Thermocouple
Corrections

The smoke temperature is measured by thermocouples, but some corrections are
necessary due to heat transfer mechanisms (mainly convection and radiation).
Moreover, considering the thermal inertia of the thermocouples, the variation of
the temperature measured is many times faster than the thermal lag times, the lat-
ter being then neglected. Based on that, it is possible to assume steady-state condi-
tions, and to split the net heat flux into radiative and convective:

_q00net ¼ _q00rad þ _q00conv ¼ 0 ð8Þ

_q00rad ¼ �TCr
�

T 4
s � T 4

TC

�

ð9Þ

_q00conv ¼ hTC
�

Tgas � TTC
�

; ð10Þ

where Ts is the effective surroundings temperature, r is the Stefan–Boltzmann con-
stant of 5:670373� 10�8 W/m2 K4 and � is the emissivity whose value is between
0:8 and 0:9 [29, 30]. Also, hTC is the convective heat transfer coefficient obtained
from Nusselt number definition as hTC ¼ k�Nu

dTC
, the thermal conductivity of the fluid,
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k, and dTC which is the diameter of the thermocouple, considered three times the
wire diameter (0.5 mm) [29].

The thermal conductivity is evaluated as k ¼ lcp=Pr where the Prandtl number,
Pr, and the specific heat, cp, are considered constant with values of 0.5 kJ/kg K
and 1 kJ/kg K, respectively [31].

The viscosity, l, is assessed by the Sutherland’s formula as a function of tem-
perature, l ¼ C1T 3=2=ðT þ C2Þ. Air is considered as the dominant fluid on the
smoke, and then the coefficients values are C1 ¼ 1:458� 10�6 kg/ms K1=2 and
C2 ¼ 110:4 K [32].

The Nusselt number can be evaluated for a sphere using the correlation of Wil-
liam–Kramer, Nu ¼ Re0:6, defining the Reynolds number as Re ¼ qgasUdTC=l in
which U is the external fire-induced low velocity (0 m/s to 2 m/s). The density of
the gas is evaluated from the ideal gas law correlation qgas ¼ qambðTamb=TgasÞ.

Therefore, re-writing the Eqs. (8)–(10), the gas temperature can be shown as

Tgas ¼ TTC þ �TCr
hTC

�

T 4
TC � T 4

s

�

ð11Þ

The effective surrounding temperature Ts has to be calculated for each thermocou-
ple at each time step under the influence of the rest of thermocouples as

Ts ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

W1T 4
gas;TC1 þ W2T 4

gas;TC2 þ W3T 4
gas;TC3 þ � � � þ WnT 4

gas;TCn
4

q

; ð12Þ

where Wi is the weighting factor of every thermocouple. This factor is calculated
by the normalized products of the transmissivity between thermocouples and the
emissivity of the volume of gas around thermocouple i [30]:

W n
i¼1 ¼

eLijð1� eDLijÞ
Pn

i¼1 e
Lijð1� eDLijÞ ð13Þ

Li is the relative effective distance between thermocouples, and j, which is the op-
tical medium property, is considered locally constant (0.8 to 1). And DLi is consid-
ered the length related to emissivity. This depends on the distance and the path of
the gas from the origin, being then for the thermocouples arranged in the same di-
rection (same thermocouple tree) as L2 at i ¼ 1, ðLnþ1 � Ln�1Þ=2 for 2 
 i 
 n� 1,
and ðLn � Ln�1Þ at i ¼ n. Finally, a control method based on a relaxation factor, r,
is implemented to minimize the numerical instabilities, reducing substantially the
number of iterations to solve the equations system. This relaxation factor is intro-
duced in Eq. (12) approximating the gas temperature as

Tgas;TCi ¼
�TCr
hTCi

ðT 4
s � T 4

TCÞ þ TTC

� �

r þ Tgas�1½1� r� : ð14Þ
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The value of the relaxation factor, r, will determine the number of iterations re-
quired for the final temperature. Hence, the higher the relaxation factor is, the
lower the number of iterations required and the greater the influence of the previ-
ous time step. At this point, Welch et al. [30] chose a value of 0.2 to 0.3, main-
taining the number of iterations always lower than 10.

Applying this methodology in the tests described in this paper, a negligible in-
fluence (< 1%) has been observed in the thermocouples far from the fire plume.
The thermocouples closer to flame are the ones in which the radiation influences
more the measurements. Therefore, the higher the temperature of the thermocou-
ples is, i.e. the higher HRRs, the greater uncertainty expected. Accordingly, the
most affected thermocouple is the one closest to the flame, i.e. sensor 1 placed at
5.25 m height over the flame, and the average differences for this thermocouple
are 9�C (< 2%), 18�C (< 3%), 24�C (< 6%) and 20�C (< 5%), in Test #1 to #4, re-
spectively.

Appendix 3: Experimental Data

See Tables 5, 6, 7 and 8.

Table 5
Test #1. HRR = 1.7 MW. Asymmetric make-up air configuration.
Steady extraction rate

Time (s) Sensor 2 Sensor 4 Sensor 6 Sensor 14 Sensor 16 Sensor 18

0 20 20 20 20 20 20

25 109 51 35 21 21 21

50 166 63 43 22 22 26

75 172 68 50 24 23 30

100 171 65 51 24 25 32

125 167 60 49 24 28 35

150 144 51 46 25 31 37

175 124 61 50 26 35 40

200 111 53 44 27 39 42

225 76 50 46 28 43 44

250 110 58 48 30 45 48

275 86 62 54 32 48 52

300 63 55 52 36 48 52

325 68 56 52 36 52 54

350 80 60 56 41 55 54

375 111 68 62 42 55 56
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Table 5
continued

Time (s) Sensor 2 Sensor 4 Sensor 6 Sensor 14 Sensor 16 Sensor 18

400 121 68 65 41 59 63

425 72 64 60 45 58 62

450 82 69 63 45 59 63

475 163 100 78 47 65 69

500 111 75 70 48 66 73

525 71 67 64 49 66 71

550 311 111 88 49 70 76

575 126 83 73 47 69 76

600 80 69 67 45 69 74

625 157 98 77 49 74 79

650 139 101 85 46 77 84

675 70 74 72 41 72 78

700 51 63 66 38 72 77

Table 6
Test #2. HRR = 2.3 MW. Symmetric make-up air configuration.
Steady extraction rate

Time (s) Sensor 2 Sensor 4 Sensor 6 Sensor 14 Sensor 16 Sensor 18

0 18 18 18 18 18 18

25 201 74 46 20 20 21

50 229 86 54 22 21 28

75 283 92 59 24 24 34

100 286 89 58 26 29 40

125 316 109 64 27 35 44

150 332 117 74 28 39 48

175 301 109 74 31 44 51

200 314 115 75 33 48 56

225 292 112 80 34 52 58

250 283 110 79 35 55 62

275 321 113 82 36 58 64

300 335 125 89 38 61 67

325 284 124 88 39 64 70

350 321 119 90 38 66 72

375 300 114 87 39 69 74

400 310 118 89 40 70 76

425 336 121 94 39 73 79

450 246 115 95 41 75 79

475 319 117 93 42 78 81

500 260 122 95 43 80 83

525 265 128 97 41 80 83

550 263 121 98 42 80 84

575 251 127 96 40 81 85

600 255 120 100 43 81 86

625 258 120 100 44 83 86
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Table 7
Test #3. HRR = 3.9 MW. Symmetric make-up air configuration. Tran-
sient extraction rate

Time (s) Sensor 2 Sensor 4 Sensor 6 Sensor 14 Sensor 16 Sensor 18

0 21 21 21 21 21 21

25 297 84 46 25 25 27

50 377 111 65 29 28 38

75 486 126 75 32 39 48

100 467 123 77 33 48 59

125 501 133 82 36 56 65

150 477 132 89 39 64 70

175 433 136 96 41 73 77

200 464 153 107 44 76 82

225 453 145 110 47 80 89

250 470 163 115 53 84 92

275 422 154 115 56 90 98

300 427 147 116 56 93 101

325 478 164 122 58 97 106

350 480 152 123 57 102 109

375 472 149 122 60 104 112

400 389 146 118 58 107 112

425 409 144 117 53 108 113

450 349 124 114 51 109 112

475 405 131 112 49 110 112

500 344 111 103 48 111 112

525 405 129 107 46 109 110

550 400 138 112 47 109 108

Table 8
Test #4. HRR = 5.3 MW. Symmetric make-up air configuration. Tran-
sient extraction rate

Time (s) Sensor 2 Sensor 4 Sensor 6 Sensor 14 Sensor 16 Sensor 18

0 17 17 17 17 17 17

25 323 90 62 23 21 26

50 434 132 72 27 30 39

75 298 128 86 32 48 52

100 506 142 90 35 59 64

125 518 159 104 39 65 72

150 472 169 124 43 75 82

175 378 159 122 52 85 89

200 445 170 127 61 92 101

225 265 147 129 71 100 108

250 374 157 137 84 106 116

275 267 155 138 87 114 125

300 206 146 135 84 117 129

325 374 169 144 75 122 128

350 246 149 136 66 125 134

375 309 147 135 59 129 135
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