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Abstract: Cloud computing's popularity and success are directly related to improvements in the use of Information and 

Communication Technologies (ICT). The adoption of cloud implementation and services has become crucial due to 

security and privacy concerns raised by outsourcing data and business applications to the cloud or a third party. To 

protect the confidentiality and security of cloud networks, a variety of Intrusion Detection System (IDS) frameworks 

have been developed in the conventional works. However, the main issues with the current works are their lengthy 

nature, difficulty in intrusion detection, over-fitting, high error rate, and false alarm rates. As a result, the proposed 

study attempts to create a compact IDS architecture based on cryptography for cloud security. Here, the balanced and 

normalized dataset is produced using the z-score preprocessing procedure. The best attributes for enhancing intrusion 

detection accuracy are then selected using an Intelligent Adorn Dragonfly Optimization (IADO). In addition, the trained 

features are used to classify the normal and attacking data using an Intermittent Deep Neural Network (IDNN) 

classification model. Finally, the Searchable Encryption (SE) mechanism is applied to ensure the security of cloud data 

against intruders. In this study, a thorough analysis has been conducted utilizing various parameters to validate the 

intrusion detection performance of the proposed I2ADO-DNN model. 

 

Index Terms: Cloud Computing, Security, Intrusion Detection System (IDS), Z-Score Normalization, Intelligent 

Adorn Dragonfly Optimization (IADO), Intermittent Deep Neural Network (IDNN) Classification, and Searchable 

Encryption. 
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1.  Introduction 

In recent days, the cloud is one of the fastest growing technologies in the Information Technology (IT) sector. The 

term "cloud computing" [1, 2] refers to Internet-based computing where software, platforms, infrastructure, policies, 

and a variety of resources are virtually provided via shared servers, or data centers. There are numerous ways to define 

a cloud data center [3], but the three most common definitions are Infrastructure as a Service (IaaS), Platform as a 

Service (PaaS), and Software as a Service (SaaS). Likewise, the four cloud computing deployment models are public, 

private, community, and hybrid clouds [4]. A business group is tasked with managing and encouraging the use of public 

clouds. A private cloud is set up for a certain association with many users and is run by that specific association [5, 6]. 

Community clouds are created for a specific user base from businesses with similar objectives. Any association within 

that group or an outside user may manage it. Two or more separate cloud infrastructures make up a hybrid cloud. 

Security and privacy issues [7, 8] are the key barriers to the general adoption of the cloud environment around the world, 

despite the great technical and economic benefits. When selecting a cloud service, special attention should be paid to 

security. Security is one of the most important factor need to be addressed in the cloud system, since the different types 

of vulnerabilities/intrusions [9, 10] can disrupt the performance of cloud. For instance, the most common attacks affect 

the cloud are Denial of Service (DoS), Distributed Denial of Service (DDoS), packet spoofing, man-in-middle, port 

scanning, and etc. So, an Intrusion Detection System (IDS) is developed to ensure the security, privacy, and 

confidentiality of cloud.  

Typically, the IDS [11, 12] may consist of hardware, software, or a combination of both. Data from the network 

under investigation is collected, and the network manager is notified via email or a log entry of the intrusion incident. 

The incorporation of an IDS can be crucial for identifying attacks or other activities that may be seen as suspicious or 

illegal in light of these security considerations. IDS [13] solutions currently in use were created by traditional networks 

and systems, but they are difficult to modify for a fast - changing environment like cloud computing. Therefore, it is 

essential to provide a flexible, secure solution that can be adjusted to the complicated, ever-changing cloud environment. 

IDS components cannot comprehend all of the massive reports generated, despite the fact that IDS models have been 

suggested in the scientific literature [14]. Due to their isolation, these suggested solutions continue to have limitations 

because they cannot cooperate or work together. As a result, their detection results are isolated and cannot be 

systematically gathered and examined. In order to efficiently detect assaults and respond to intrusions by shortening 

response times, IDS solutions based on the notions of cooperation, solidarity, independence, and mobility are essential. 

Traditional methods of detection and prevention are ineffective for coping with those threats and a high data flow at the 

same time. Machine learning (ML) [15, 16] approaches are highly useful for detecting attacks, whether they be classic 

or zero-day assaults. A number of algorithms used in machine learning may recognize patterns in data and make 

predictions based on those patterns. 

To improve prediction, the ML approaches combine statistics and computer science. Also, it includes three basic 

learning paradigms [17]: semi-supervised, unsupervised, and supervised. For instance, K-Nearest Neighbor (KNN), 

Naïve Bayes (NB), Random Forest (RF), K-Means, and etc are the commonly used ML approaches in the cloud security 

application systems. Multi-layered computing models with Deep Learning (DL) can learn data representations with 

different levels of abstraction [18]. Applications including text categorization, natural language processing, and 

computer vision have all made significant strides. But the traditional ML/DL-based IDS frameworks [19, 20] are 

struggling with issues including high time complexity, ineffective data handling, high false positives, lack of 

dependability, and low detection accuracy. As a result, the proposed effort aims to create an innovative and efficient 

IDS system that includes an encryption mechanism for cloud security. The following are this paper's main contributions 

and goals: 

 

• The z-score normalization based preprocessing methodology is used to remove the missing values, duplicate 

elements, and duplicated instances. 

• An Intelligent Adorn Dragonfly Optimization (IADO) technique is used to extract the key characteristics from 

the normalized traffic data that are highly connected to the incursions. 

• A computationally effective Intermittent Deep Neural Network (IDNN) classification model is used to classify 

the normal and attacking traffic data. 

• A lightweight Searchable Encryption (SE) technology is utilized to guarantee the strong security of data for 

storage. 

• During analysis, a number of parameters are utilized to evaluate the proposed framework's security 

performance and outcomes.  

 

The remaining sections of this work are divided into the following categories: The comprehensive literature 

assessment of the IDS approaches currently in use for cloud security is provided in Section 2. Additionally, it addresses 

their advantages, drawbacks, and difficulties in light of its detecting procedures. The suggested I2ADO-DNN based IDS 

framework is presented in Section 3 with a thorough explanation of how it works. The outcomes of the suggested 

security model are validated and compared in Section 4 using various parameters. In Section 5, the overall work is 
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described together with its implications, conclusions, and future scope. 

2.  Related Works 

The literature review of the current IDS and encryption approaches used to ensure the security of cloud systems is 

presented in this part. In addition, it addresses the effectiveness and operations of intrusion detection as well as the 

benefits, drawbacks, and challenges of conventional works. 

Nassif, et al [21] conducted a comprehensive review to validate the different types of machine learning techniques 

used for ensuring the security of cloud systems. The original purpose of this work was to protect the cloud against 

vulnerabilities like Denial of Service (DoS), zombie attack, phishing attack, and man-in-the-middle. Based on the study, 

it was analyzed that the data protection mechanism guarantees the security and privacy of the cloud system. Guezzaz, et 

al [22] discussed about the different types of attacks that degrade the security of cloud networks. Here, the cloud based 

honeypots are used to ensure the high security and privacy of cloud systems. Typically, the honeypots are treated as the 

most suitable and successful technology widely used in many security applications. Honeypots are created specifically 

to not only intentionally attract and trick hackers but also to spot improper online activity and can be considered a 

successful way to monitor hacker behaviors. A honeypot is a system or asset that is used to catch, monitor, and identify 

erroneous requests that are present in a network. Moreover, the honeypots are categorized into the following types: low 

interaction honeypots and high interaction honeypots. An IDS is used to establish the detective control mechanism in 

this instance. The network traffic data that is used to construct the IDS using a machine-learning algorithm has a 

significant impact on the IDS's detection accuracy. Here, the network traffic data has been preprocessed by using the 

cuckoo optimization algorithm, which also helps to improve the detection accuracy of IDS. In this framework, the 

network flow data is first gathered and prepared as a data set. Following that, the COFS is used to remove redundant 

and irrelevant features from the data set. The Naive Bayes (NB) classification approach is then used to construct the 

intrusion-detection model using the pertinent features. Depending on the source of the data used to create and learn the 

model, this model is then deployed in the network or on a cloud host. The intrusion detection model detects anomaly or 

intruder packets, and an alarm signal such as attack or normal is delivered depending on the packet that enters the 

network. Based on the alert message the IDS generated, the intrusion prevention system then takes preventive action. 

However, the accuracy of NB classifier is not up to the mark, which degrades the detection performance of IDS. 

Ahsan, et al [23] provided a detailed overview about the different types of bio-inspired optimization algorithms 

used for improving the security of cloud systems. Typically, big data management problems, system integrity, and 

threat protection are the goals of security management for distributed computing. Big data security places a strong 

emphasis on dynamic real-time security observations to spot any potential threats, vulnerabilities, or simply strange 

behaviors. There is always a chance of private information leaks even while maintaining the data access speed at a 

manageable level. Moreover, the different class of algorithms used in this study are evolutionary-based, swarm-based, 

immune-based, and neural models. As social media material begins to rule cloud computing, trust management (TM) is 

becoming more and more crucial. But despite this, there isn't enough study being done in this area. Some of the trust 

models in cloud security include service level agreements, recommenders, and reputation-based approaches. Meryem, et 

al [24] developed a machine learning based hybrid IDS framework for strengthening the security and privacy of cloud 

systems. In this model, both the rule based and anomaly based mechanisms are deployed for accurately labelling the 

behaviors. Almiani, et al [25] used a deep recurrent neural network algorithm for developing an IDS to protect IoT 

systems. The purpose of this work is to develop an artificial fully automated IDS model for the detection of 

cyberattacks from fog. 

3.  Proposed Methodology 

The suggested I2ADO-DNN based IDS framework for ensuring the security and privacy of cloud systems is clearly 

described in this section. The unique contribution of this work is the creation of a novel DL-based security model 

combined with a simple encryption scheme to defend cloud systems from attackers. 

Fig. 1 depicts the suggested framework's workflow, which encompasses the following operations: 

 

• Preprocessing using z-score normalization 

• IADO based feature selection 

• IDNN based intrusion classification 

• SE based data security 

 

The IDS network traffic datasets are used in this instance as the processing's input. The dataset is first preprocessed 

using the z-score normalization approach to remove redundant instances, duplicate fields, and missing values. 

Following that, an IADO algorithm is used to best choose the features from the normalized dataset to increase the 

classifier's prediction accuracy. In order to accurately classify the normal and attacking instances in accordance with the 

optimum set of features, an IDNN classification technique is constructed. Finally, the SE mechanism is used to 

guarantee the privacy preservation of data saved in the cloud by preventing attackers from using the data. The main 
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benefits of employing this framework are its ease of deployment, high accuracy, guarantee of privacy, and enhanced 

intrusion detection. 

 

 

Fig.1. Overall workflow of the proposed work 

3.1.  Z-Score Normalization based Preprocessing 

The input IDS dataset is incomplete and may contain redundant packets and missing values. It is cleaned during 

preprocessing to get rid of duplicate and redundant instances as well as missing values. Since the network traffic dataset 

is enormous, sample size reduction techniques must be used. It is necessary to use feature selection techniques to 

eliminate the unnecessary characteristics from this dataset because it also has a lot of features. Thus, the z-score 

normalization based preprocessing methodology is used in this work, which generates the complete and balanced data 

for intrusion detection. The dataset could be standardized during the pre-processing stage, where getting the z-score is 

the first step in the normalization procedure. After the data have been normalized, the data set can be regulated, which 

allows the range and data variability to become stable. This procedure should primarily be performed to lessen or 

completely eradicate data idleness. Following that, the normalized data can be provided as an input for the subsequent 

processes. 

3.2.  Intelligent Adorn Dragonfly Optimization (IADO) 

The feature selection operation is carried out after normalizing to extract the best features for intrusion detection 

and classification. Many optimization techniques, including Whale Optimization (WO), Firefly Optimization (FO), 

Swarm Intelligence (SI), Mayfly Optimization (MO), and others, are employed for feature selection in classical works. 

The current methodologies, however, have a variety of issues, including low convergence, a need for more iterations to 

get the best solution, and a lengthy search process. In order to implement a successful IADO optimization algorithm for 

feature selection, the presented work has this objective. 

This algorithm is based on how dragonflies migrate and hunt, which has the similar exploration and exploitation 

characteristics of the standard optimization process.  Below is a list of the three key characteristics that this model 

emphasizes: 

 

• Separation 

• Alignment 

• Collaboration 

 

The following model illustrates how the individual particles are separated from their neighbors during separation to 

prevent collision: 

 

𝐺𝑖 = − ∑ 𝐻 − 𝐻𝑥
𝑃
𝑥=1                                                                          (1) 
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Where, 𝐺𝑖 represents the separation parameter, 𝐻 and 𝐻𝑥 denotes the current position of individual populations, x is the 

position, and P is the total number of individuals. Then, the mean of velocities is estimated during alignment operation 

as shown in below: 

 

𝑄𝑖 =
∑ 𝑅𝑥

𝑃
𝑥=1

𝑃
                                                                                   (2) 

 

Where, 𝑄𝑖  represents the alignment parameter, and 𝑅𝑘  indicates the velocity of neighborhood individuals. Then, the 

cohesiveness is calculated using the attraction of people to the neighborhood's center as shown in below: 

 

𝑊𝑖 =
∑ 𝐻𝑥

𝑃
𝑥=1

𝑃
− 𝐻                                                                            (3) 

 

Where, 𝑊𝑖 is the cohesion parameter. Based on the following models, the food source 𝐶𝑖 and enemies 𝐾𝑖 identified are 

identified: 

 

𝐶𝑖 = 𝐻+ − 𝐻                                                                                (4) 

 

𝐾𝑖 = 𝐻− − 𝐻                                                                                (5) 

 

The following equations are used to describe the factors of step vector and position vector, which are updated in 

accordance with the movement of dragonflies: 

 

∆𝐻𝑟+1 = (𝛼𝐴𝑖 + 𝛽𝐵𝑖 + 𝛾𝑊𝑖 + 𝛿𝐾𝑖 + 𝜀𝐶𝑖) + 𝜔∆𝐻𝑟                                               (6) 

 

∆𝐻𝑟+1 = 𝐻𝑟 + ∆𝐻𝑟+1                                                                      (7) 

 

Where, 𝛼, 𝛽, 𝛾, 𝛿, 𝜀 are the food vectors, r is the iteration, and 𝜔 is the inertia weight factor. The best optimal solution 

for parameter selection is selected based on the updated position. Fig. 2 depicts the operational flow of the proposed 

IADO algorithm.  

 

 

Fig.2. Operational flow of IADO
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3.3.  Intermittent Deep Neural Network (IDNN) 

After feature selection, the trained feature set is used to classify the normal and attacking data using an IDNN 

algorithm. Various ML/DL approaches, including NB, LR, SVM, KNN, K-means, CNN, LSTM, and others, are applied 

for IDS applications in the existing works. The setup parameters or hyper parameters in the hidden layers of traditional 

neural network topologies that are trained using standard backpropagation algorithms suffer from the exploding 

gradient problem, which can cause the neural network to enter an unstable state. As a result, raising this problem and 

improving the stability of the neural network response require adding proportional feeding back from the prior state to 

the present state. However, it has issues related to characteristics such increased overfitting, longer training sessions, 

complexity, and difficulty implementing. Therefore, the proposed study employs an IDNN algorithm to protect cloud 

systems against attacks. 

Let, consider the feature vector 𝑚𝑡 ∈ 𝑄𝑑∗1 at time ℎ and dimension 𝑑, which may be predicted using the IDNN of 

order one based on its evenly-spaced prior observations as computed below. 

 

𝑚ℎ = 𝛿𝑚ℎ−1 + 𝑥𝑐 + 𝜗ℎ                                                                        (8) 

 

Where, 𝛿 ∈ 𝑄𝑑∗𝑑 is the matrix of the slope coefficients of the model,  𝑥𝑐 ∈ 𝑄𝑑∗1 is the vector of the regression constants 

or intercepts, and 𝜗ℎ ∈ 𝑄𝑑∗1  is white noise as the prediction error. 

Then, the aforementioned IDNN model can be rewritten as follows: 

 

𝑚ℎ𝑛 = 𝛿(∆ℎ𝑛)𝑚ℎ𝑛−1 + 𝑥𝑐(∆ℎ𝑛) + 𝜗ℎ𝑛                                                        (9) 

 

Where ∆ℎ𝑛 = ℎ𝑛 − ℎ𝑛−1 is the time gap between the two consecutive data points at time ℎ𝑛 and ℎ𝑛−1,  𝛿(. ) matrix 

modulated by ∆ℎ𝑛 contains the autoregressive effects in the main diagonal and cross- lagged effects in the off-diagonals. 

Then, the continuous-time autoregressive parameters (drift matrix and bias vector) of 𝜌 ∈ 𝑄𝑑∗𝑑 and 𝛽 ∈ 𝑄𝑑∗1 i with an 

exponential solution is defined by using the following model: 

 
𝑑𝑚ℎ

𝑑𝑡
= 𝜗𝑦ℎ−1 + 𝛽 + 𝜎

𝑑𝜀𝑡

𝑑𝑡
                                                                   (10) 

 

𝑚ℎ𝑛 = 𝑒𝜗 ∆ℎ𝑛𝑚ℎ𝑛−1 + 𝜗−1(𝑒𝜗 ∆ℎ𝑛 − 𝐾𝑡) + 𝜀ℎ𝑛                                                (11) 

 

Where, 𝐾𝑡 is the identity matrix of size 𝑑 ×  𝑑, and 𝜎 ∈ 𝑄𝑑∗𝑑 is the Cholesky triangle of the innovation covariance or 

diffusion matrix. Here, a power-series expansion can be used to avoid evaluating the matrix exponential function and its 

derivative as computed in below: 

 

𝑒𝜗 ∆ℎ𝑛 = ∑
(𝜗 ∆ℎ𝑛)𝑦

𝑦!
∞
𝑦=0  ≈ 𝐾𝑡 + 𝜗 ∆ℎ𝑛                                                          (12) 

 

𝑚ℎ𝑛 ≈ [𝐾𝑡 + 𝜗 ∆ℎ𝑛]𝑚ℎ𝑛−1 + 𝛽 ∆ℎ𝑛 + 𝜀ℎ𝑛                                                    (13) 

 

The prior values of the hidden units are stored in recurrent networks for sequence prediction tasks. The final 

prediction result is produced as follows: 

 

𝑂𝑃ℎ𝑛
= 𝜔𝑥 (𝐿𝑥𝑋ℎ𝑛

+ 𝑏𝑥)                                                                    (14) 

 

Where, 𝑋ℎ𝑛
∈ 𝑄𝑇∗𝑇   and 𝑂𝑃ℎ𝑛

∈ 𝑄𝐸∗1  are the hidden (recurrent) and output layer vectors with 𝑇  and 𝐸  nodes, 

respectively, at an evenly-spaced instant ℎ𝑛, 𝐿𝑥 ∈ 𝑄𝑇∗𝑑 and 𝐻𝑥 ∈ 𝑄𝑇∗𝑇 are the input and hidden weight matrices with 𝐾 

input nodes, 𝑏𝑥 ∈ 𝑄𝑀∗1 is the hidden bias vector, 𝐿𝑥 ∈ 𝑄𝑇∗𝐸  and 𝑏𝑥 ∈ 𝑄𝐸∗1   are the output weight matrix and bias 

vector, 𝜔𝑥 is hidden layer activation functions. Finally, the output label is predicted as normal or intrusion, which is 

used to guarantee the security of cloud systems.  

3.4.  Searchable Encryption (SE)  

After classification, the lightweight encryption standard, known as, SE mechanism is employed to ensure the 

strong security of cloud data. Due to this kind data encryption, the intruders are not able to access the data from cloud. 

A cryptographic primitive called searchable encryption encrypts data in a way that allows for keyword searches over the 

encrypted data. The scheme's computational and communication complexity is used to gauge its efficiency. An SE 

scheme's security has developed through time. There is always a compromise between security at one end of the 

spectrum and efficiency and query expressiveness at the other end of the spectrum because security is never free. 

Typically, SE schemes with stronger security also tend to be more complex. The sorts of search queries that are 

supported, such as the quantity and variety of search keywords and predicates, are determined by the query 

expressiveness of a SE scheme. The SE provides a technique to effectively access this encrypted database by loosening 
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the privacy restrictions tiny bit. In particular, SSE leaks data to the server during query execution, which is called 

leakage. This leakage often comprises both the access pattern, which indicates which files are returned for a query, and 

the search pattern, which reveals which search queries use the same term. Moreover, it includes the following 

operations: 

 

• Setup phase – System is modeled with the security parameter and secret key. 

• Search – Searching can be enabled according to the requested queries. 

• Update – Insertion or deletion of an entry in the database storage.  

 

A SE scheme's functionality also includes any other security or use features it can provide, such as dynamic 

updates, verifiability, and user revocation, to mention a few. According to the majority of the present methods, the more 

functionality a SE scheme can accommodate, the more difficult and inefficient its construction will be. As a result, 

when designing SE schemes, tradeoffs must be made between four different types of factors: functionality versus 

efficiency, security versus query expressiveness, efficiency versus query expressiveness, and efficiency versus security. 

Finally, the encryption is carried out using the SE algorithm, in which key creation and verification are carried out in 

response to user requests. A hash key is generated once a user seeks access to cloud-stored data, and it must be verified 

by the user in order to serve as authentication. The user can access the data after it has been encrypted if the hash is 

verified.  

4.  Results and Discussion 

The performance and outcomes of the proposed I2ADO-DNN mechanism are validated in this section using a 

variety of metrics. To demonstrate the superiority of the suggested approach, the acquired findings are also contrasted 

with those from more established ML and DL models. Additionally, some of the most well-known and widely-used 

cyber-threat datasets, such as CSE-CIC-IDS 2018, ISOT, and ISCX, are included in this work for analysis. Fig. 3 and 

Table 1. shows the comparative analysis among the existing [26] and proposed security methodologies used for 

protecting cloud networks. One of the most precise metrics scores is accuracy, which measures how well the model 

performs in terms of producing exact predictions overall. It is necessary to evaluate the model using other performance 

metric scores, such as recall, precision, and f1-score, in order to have a more complete understanding of how well the 

model is performing. When all of the actual values are positive and the model receives a very high score from the 

classifier, recall might be a metric that tells us how well it performs. In addition to being a recognized real value from 

all of the expected actual values, the proposed IDNN have great precision compared to all other classifiers. It might be a 

statistic that combines recall and precision by determining its mean value. 

Accuracy: The proportion of network packets in the dataset that were successfully identified as attack and benign 

packets, which is estimated as follows: 

 

𝐴𝑐𝑐 =  
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
× 100                                                                 (15) 

 

Precision: The proportion of network packets in the dataset that were successfully (or incorrectly) categorized as 

attack packets out of all attack packets overall. 

 

𝑃𝑟𝑒 =  
𝑇𝑃

𝑇𝑃+𝐹𝑃
× 100                                                                     (16) 

 

Recall: The proportion of attack network packets in the dataset that were successfully classified out of all assault 

packets, and is computed as follows: 

 

𝑅𝑒𝑐 =  
𝑇𝑃

𝑇𝑃+𝐹𝑁
× 100                                                                    (17) 

 

Error Rate: The proportion of network packets in the dataset that were incorrectly categorized, and is estimated as 

shown in below: 

 

𝐸𝑅 =  
𝐹𝑃+𝐹𝑁

𝑇𝑃+𝐹𝑁+𝐹𝑃+𝑇𝑁
× 100                                                                (18) 

 

False Positive Rate (FPR): The proportion of all benign network packets in the dataset that were incorrectly 

labelled as attack packets, and is computed as follows: 

 

𝐹𝑃𝑅 =  
𝐹𝑃

𝐹𝑃+𝑇𝑁
× 100                                                                     (19) 



A Cryptographic based I2ADO-DNN Security Framework for Intrusion Detection in Cloud Systems 

Volume 15 (2023), Issue 6                                                                                                                                                                       47 

False Negative Rate (FNR): The proportion of all attack network packets in the sample that were incorrectly 

labelled as benign packets, and is estimated as follows: 

 

𝐹𝑁𝑅 =  
𝐹𝑁

𝑇𝑃+𝐹𝑁
× 100                                                                        (20) 

 

The total number of network packets that were accurately identified as attack packets is known as a True Positive 

(TP). The total number of network packets accurately categorized as benign (non-attack) packets is known as a True 

Negative (TN). The total number of network packets that were incorrectly identified as attack packets is known as a 

False Positive (FP). The total number of network packets that were incorrectly categorized as benign packets is known 

as a False Negative (FN). According to the results, it is analyzed that the I2ADO-DNN mechanism provides an 

improved result, when compared to the other models.  

Table 1. Comparative analysis using CSE-CICIDS-2018 dataset 

Methods Accuracy Precision Recall F1-Score 

ANN-MLP 99.99 99.96 100 99.9 

RF 99.8 99.2 99.8 99.2 

KN 99.7 99.8 99.8 99.8 

SVM 99.8 90 99.8 99.4 

ADA 99.9 99.6 99.8 99.2 

NB 99.2 99.2 99.7 99.5 

Proposed 99.9 99.9 100 100 

 

 

Fig.3. Performance evaluation using CSE-CICIDS-2018 dataset 

 

Fig.4. Detection efficiency
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Table 2. presents the overall comparative analysis of the proposed I2ADO-DNN mechanism based IDS framework, 

and its graphical representations are shown in Fig. 4 and Fig. 5 respectively. The estimated results illustrate that the 

proposed I2ADO-DNN provides an improved results in terms of high accuracy, precision, recall, reduced false and error 

rate.  

Table 2. Overall performance analysis of I2ADO-DNN 

Parameters Performance Value (%) 

Classification accuracy 99.83 

Precision 99.73 

Recall 99.81 

Error rate 0.40 

FPR 0.42 

FNR 0.41 

 

 

Fig.5. Error and false rate analysis  

Fig. 5 and Table 3. compares the intrusion detection rate of existing [27] and proposed feature optimization 

integrated ML techniques using ISOT dataset. When compared to existing techniques, the proposed I2ADO-DNN 

model's detection rate is significantly enhanced by using an intelligent feature selection. 

 

 

Fig.6. Detection rate 
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Table 3. Detection rate using ISOT dataset 

Techniques Detection rate (%) 

Flow based feature analysis + ML 75 

Ant Colony Clustering (ACC) 82.1 

Behavior analysis model 90 

Flow level analysis + ML 98 

I2ADO-DNN 99 

 

Using the ISCX dataset, Fig. 7 and Table 4 compare the effectiveness of existing [28] and proposed classification 

approaches in detecting attacks. The proposed I2ADO-DNN strategy is said to perform better than the current 

approaches based on the observed findings. The suggested IDS framework has significantly enhanced intrusion 

detection performance as a result of efficient feature optimization and classification operations. 

 

 

Fig.7. Comparative analysis using ISCX dataset 

Table 4. Comparative analysis using ISCX dataset 

Methods Accuracy Sensitivity Specificity Precision F1-score 

E-ELM 96.1 95.6 96.1 96.9 96.2 

SaE-ELM 97.8 98.88 97.7 97.1 97.8 

SaE-ELM-Ca 98.9 99.4 98.5 98.5 98.9 

I2ADO-DNN 99 99.1 99 99.2 99 

5.  Conclusions 

The security and privacy of cloud systems are ensured by the I2ADO-DNN IDS framework, which is presented in 

this paper.  Popular cyber threats including CSE-CIC-IDS 2018, ISOT, and ISCX datasets have been used in this system. 

To remove pointless occurrences, redundant fields, and missing values from the dataset, the z-score normalization 

technique is first used as a preprocessing step. In order to improve the classifier's prediction accuracy, an IADO 

approach is then utilized to determine which characteristics from the normalized dataset to use. An IDNN classification 

technique is developed in order to precisely categories the normal and attacking instances in accordance with the ideal 

set of attributes. By prohibiting attackers from utilizing the data, the SE method is utilized to ensure the privacy 

preservation of data maintained in the cloud. The exploding gradient problem affects the setup parameters or hyper 

parameters in the hidden layers of conventional neural network topologies that are trained using conventional 

backpropagation algorithms, which can result in the neural network entering an unstable state. As a result, in order to 

address this issue and enhance the stability of the neural network response, proportional feeding back from the prior 

state to the current state must be added. The primary advantages of using this framework are its simplicity in 

implementation, high accuracy, privacy guarantee, and improved intrusion detection. For evaluation, the obtained 

results are also compared with those from older ML and DL models to show the superiority of the proposed approach. It 
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is obvious that the proposed model provides an increased accuracy up to 99%, while ensuring an increased security to 

the data. Moreover, the overall attack detection performance is also drastically increased to 99% comparing to the other 

models. From the overall analysis, it is observed that the detection rate of the proposed I2ADO-DNN model is greatly 

improved when compared to previous methods by employing an intelligent feature selection and classification 

operations. 
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