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Many systems, when initially placed far from equilibrium, exhibit surprising behavior in their
attempt to equilibrate. Striking examples are the Mpemba effect and the cooling-heating asymmetry.
These anomalous behaviors can be exploited to shorten the time needed to cool down (or heat
up) a system. Though, a strategy to design these effects in mesoscopic systems is missing. We
bring forward a description that allows us to formulate such strategies, and, along the way, makes
natural these paradoxical behaviors. In particular, we study the evolution of macroscopic physical
observables of systems freely relaxing under the influence of one or two instantaneous thermal
quenches. The two crucial ingredients in our approach are timescale separation and a nonmonotonic
temperature evolution of an important state function. We argue that both are generic features
near a first-order transition. Our theory is exemplified with the one-dimensional Ising model in a
magnetic field using analytic results and numerical experiments.

Introduction. Controlling and predicting relaxation
processes far from equilibrium is still an open task. In
spite of historical advances mostly achieved along the
20th century [1–6], with the exception of some cases in
molecular gases [7, 8], we lack a general theory beyond
the linear response theory and fluctuation theorems al-
lowing us to manage transient regimes and, in particular,
optimize relaxation times of a freely evolving system be-
tween two desired states [9]. Recent progress unraveling
anomalous relaxation processes in out-of-equilibrium sys-
tems points in that direction.

An outstanding example is the Mpemba effect
(ME) [10–12]. Put instantly two systems—identical but
for their different initial temperatures—in contact with
a thermal bath at a colder-than-both temperature. The
ME happens when the initially hotter system cools faster
than the system that was initially closer to equilibrium.

In Markovian systems, the ME can be well understood
using a spectral decomposition and diminishing or can-
celing slow-decaying modes for the sake of enhancing the
fast ones. This has been done both in classical [13–20]
and open quantum systems [21–23]. Meanwhile, in sys-
tems where spectral methods are not applicable, other
strategies can be used for controlling fast and slow evo-
lution using macroscopic observables. Namely, energy
nonequipartition in water [24], a particular condition in
kurtosis in granular gases [25–27], and correlation length
in spin glasses [28]. Furthermore, other strategies us-

ing several quenches have been shown to be useful in at-
taining a speedup in relaxation times: preheating proto-
cols [29], taking advantage of magnetic domains growth
when a large number of degrees of freedom near phase
transitions are present in the system and timescale sep-
aration is not possible [30], or different control tech-
niques [31, 32].

We shall not overlook that achieving a speedup is not
a trivial task. As it has been experimentally shown, the
Kovacs effect prevents fast relaxation when using two
quenches in a naive way, either for heating or cooling [33–
36]. What is even more surprising is that, recently, an-
other anomaly which was verified both theoretically and
experimentally has been found: far from equilibrium,
there can appear an asymmetry between equidistant and
symmetric heating and cooling processes [37, 38]. Even
more fundamental is that, using reciprocal relaxation
processes between two fixed temperatures, the asym-
metry is also found [38]. This has been successfully
explained using the so-called “thermal kinematics” [38]
based on information geometry [39, 40].

Here, we aim to control the out-of-equilibrium evolu-
tion of a system solely relying on its in-equilibrium phys-
ical observables and on the spectral decomposition of the
dynamic-generating matrix. Our focus is on observable
dynamics: clever computational speedups lacking an ex-
perimental counterpart (think, e.g., of Ref. [41]) are ex-
cluded. The physical interpretation is straightforward.
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By identifying the slowest-decaying physical observables,
we are able to project the system under study onto the
faster ones in order to speed up the total relaxation of
the system. Near first order phase transitions, the desired
fast relaxation can be achieved choosing the appropriate
initial condition, or, previous to the final relaxation, by
briefly heating or cooling the system. To showcase this,
we use the antiferromagnetic (AF) 1D Ising model with
a magnetic field.

Theoretical framework. We shall model the micro-
scopic dynamics in contact with a thermal bath at tem-
perature Tb through a Markov dynamics with continu-
ous time [42], obtained as the continuous limit of some
discrete-time Markov chain (in our case, heat-bath dy-
namics [43]).

There are two complementary viewpoints on Markov
dynamics. Either one considers the time evolution of
the probability distribution function (the so-called strong
form of the associated stochastic differential equation), or
one focuses on the time evolution of observable magni-
tudes (the weak form) [44]. While the strong form has
been emphasized in recent work [32], we shall privilege
the very insightful weak-form approach. We briefly recall
now the main ingredients of both approaches (see [42, 45]
for details).

Let Ω be the set of all possible states of a system [46].
The strong form of the dynamics focus on the master

equation for P
(t)
y , the probability of finding the system

in the microscopic state y at time t:

dP
(t)
y

dt
=

1

τ0

∑

x∈Ω

P (t)
x Rx,y , (1)

where Rx,y/τ0 is the probability per unit time for the
system to jump from state x to state y when sub-
ject to a thermal bath with temperature Tb (τ0 is a
fixed time unit). Setting the diagonal term as Rx,x =
−∑

y∈Ω\{x}Rx,y ensures the conservation of the total
probability. The master equation can be solved by ex-
pressing the initial probability P (t=0) as a linear com-
bination of the left eigenvectors of the matrix R (see,
e.g., [42, 45]), but this would take us too far off field. In-
stead, we wish to focus on the weak form of the dynamics,
for which there are two crucial mathematical ingredients.

Our first ingredient is the inner product between two
observables, A and B (i.e. two mappings from Ω to the
real numbers). Let ET [A] =

∑
x∈Ω πT

x A(x) be the equi-
librium expected value of A at temperature T (πT

x is the
Boltzmann weight for state x). The inner product of A
and B is defined at the bath temperature:

⟨A | B ⟩ := ETb [AB] =
∑

x∈Ω

πTb
x A(x)B(x) . (2)

In particular, let 1 be the constant observable such that
1(x) = 1 for any state x. Hence, for any observable

A, ⟨1 | A ⟩ = ETb [A], while the equilibrium variance at
temperature Tb is ⟨A⊥ | A⊥ ⟩, where A⊥ := A− 1ETb [A]
accounts for the fluctuations of A from its expected value
at Tb. Furthermore, the fluctuation-dissipation theorem
tells us that

T 2 dET [A]

dT

∣∣∣∣
T=Tb

= ⟨A⊥ | E ⟩ (3)

(E is the energy, and ⟨A⊥ | E⟩ = ET [AE ]− ET [A]ET [E ]).
Our second crucial ingredient is the operator R, that

generates the time evolution of observables: R[A](x) =∑
y∈ΩRx,yA(y) [the matrix R was defined in Eq. (1)].

In particular, R[1](x) = 0 for all x due to probability
conservation (hence, 1 is an eigenfunction: R[1] = 0 · 1).
Detailed balance implies that R is self-adjoint with

respect to the inner product (2). For any A and B

⟨R[A] | B ⟩ = ⟨A |R[B] ⟩ . (4)

It follows that we can find an orthonormal basis of the
space of observables with finite variance (1,Ob

2,Ob
3, . . .),

in which the Ob
k are all eigenfunctions R[Ob

k] =
λkOb

k [47]. We order the basis in such a way that
0 = λ1 > λ2 ≥ λ3 ≥ . . .. Take now an arbitrary starting
distribution function P (t=0) at time t = 0. The expected
value of any finite-variance observable A at time t > 0 is

Et[A] = ETb [A] +
∑

k≥2

α
(t=0)
k βA

k e−|λk|t/τ0 , (5)

βA
k = ⟨Ob

k | A ⟩ , α
(t=0)
k =

∑

x∈Ω

P (t=0)
x Ob

k(x) . (6)

As long as the system shows separation of timescales (i.e.
|λ2| < |λ3|), Eq. (5) gives rise to a hierarchy of physical
magnitudes, with Ob

2 having the slowest decay. If we

are able to find an initial setup such that α
(t=0)
2 = 0—

all α
(t=0)
k are independent of the observable A under

consideration—then, provided that βA
2 ̸= 0, its expected

value will benefit from an exponential speedup in the
evolution toward its equilibrium value ETb [A].
It is important to notice that the initial setup that will

be used to speed up the system—coded in the starting
probability P (t=0)—is not restricted to an equilibrium
state. However, our interest lies on equilibrium states
because they are easier to control (e.g., experimentally).
For instance, using an equilibrium initial condition, the
requirement for a speedup would be met if we can find

a temperature T ̸= Tb such that α
(t=0)
2 ≡ ET [Ob

2] =
0. We show below how to find (or force) this condition,
explaining along the way different anomalous behaviors.
Experimental suitability. If the number of states is

large enough, the spectral decomposition (5) might not
be practical. In particular, the slowest decaying observ-
able Ob

2 might be unknown (or, even if known, its experi-
mental measurement may present difficulties). Nonethe-
less, in some situations there may be a simple way out.
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Specifically, let us consider the neighborhood of a first-
order phase transition at zero temperature separating
two ground states with different symmetries (we consider
a specific example below). Let Mw be the order parame-
ter of the unstable phase (the suffix w stands for wrong).
If symmetries are such that ET [Mw] = 0 for all T , then
there are good chances that (M2

w)
⊥ will be a nice proxy

for Ob
2. Indeed, at phase coexistence, slow observable

dynamics (OD) often stems from metastability [48]. We
consider (M2

w)
⊥, the fluctuating part of M2

w, to mimic
the behavior of Ob

2: 0 = ⟨1 | Ob
2⟩ = ETb [Ob

2].
We expect 1 ≈ ⟨(M2

w)
⊥| Ob

2⟩ / ⟨(M2
w)

⊥| (M2
w)

⊥⟩1/2
for any good proxy: in geometrical terms, the angle be-
tween Ob

2 and (M2
w)

⊥ defined by the scalar product (2)
will be small.

The crucial point leading to unconventional OD ef-
fects is that ET [M2

w] is a nonmonotonic function of
T , and we can find a bath temperature T ∗

b such that
dET [M2

w]/dT |T=T∗
b
= 0 (see Figs. 1 and 2). This maxi-

mum generates surprising OD.
The behavior in Figs. 1 and 2 is generic because

ET [M2
w] is proportional to the susceptibility of Mw with

respect to its conjugate field. Now, this susceptibility
vanishes when T → 0 (because Mw is the order parame-
ter for the unstable phase) while, for large enough T , all
susceptibilities decrease as T grows.

The basic observation. Consider the spectral decom-
position (5) when the starting distribution P (t=0) is the
Boltzmann weight for some temperature T ∗ ̸= Tb. We

can approximate coefficient α
(t=0)
2 as

α
(t=0)
2 ≈ 1

Λ

(
ET∗

[M2
w] − ETb [M2

w]
)
, (7)

with Λ = ⟨(M2
w)

⊥| (M2
w)

⊥⟩1/2 a relatively uninteresting
constant fixed by the bath temperature [49]. In the more
general case, ET∗

[M2
w] should be traded with Et=0[M2

w]
in Eq. (7). Several anomalous effects can be better un-
derstood from this simple observation.

The Markovian Mpemba effect [13]. Consider a bath
at temperature Tb and two other temperatures, Tc and
Th such that Tb < Tc < Th, chosen to have expected val-
ues of M2

w as shown in Fig. 1(a). In the view of Eq. (7),
it is clear that αh

2 = 0, while |αc
2| > 0. This means

that, provided that we start from a system in equilib-
rium at Th, any observable A with βA

2 ̸= 0 [cf. Eq. (5)]
will benefit from an exponential OD speedup, in its ap-
proach to equilibrium at Tb. Instead, the system origi-
nally in equilibrium at Tc will display a slower relaxation
in the bath at Tb. This is regarded as the strong ME [14].
Mind that, in general, Th will not be such that ETh [M2

w]
exactly equals ETb [M2

w], but Th will be near the tem-
perature where exact equality is achieved. That is, the
condition 0 < |αh

2 | < |αc
2| is fulfilled, which leads to a

subexponential speedup regarded as the weak ME [14].
In particular, the ME will be most spectacular if we

chooseA such that ETc [A] is closer to ETb [A] than ETh [A]

Tb Tc Th

(a)

Tb T0 Tq

(b)

TA TB

(c)

ET
[M

2 w
]

slo
w

fast 1
st
ep

2 steps

he
at

co
ol

FIG. 1. Staging the anomalous effects. (a) The Mpemba
effect. (b) Preheating for faster cooling. (c) Asymmetry of
heating and cooling processes.

is, because in that case the difference Eh
t [A]− Ec

t [A] will
change sign in a clearer way.

Preheating for faster cooling. In these protocols [29,
30] the transition of the system from equilibrium at
temperature T0 toward equilibrium at bath temperature
Tb < T0 can be done faster by introducing a brief sud-
den quench at a higher temperature Tq > T0, rather than
simply leaving the system to freely relax under the action
of the bath.

In order to amplify the effect, we choose T0 near the
maximum of ET [M2

w], so that αT0→Tb
2 will be as large

as possible, cf. Eq. (7). On the other hand, we choose
Tq ≫ T0 so that ETb [M2

w] > ETq [M2
w], see Fig. 1(b).

Now, starting from the equilibrated system at T0, we
instantaneously raise the bath temperature to Tq, and
let the system relax. During the relaxation, the expected
value of M2

w decreases from its initial value (which is the
T0 equilibrium value) and eventually crosses ETb [M2

w] at
a time t′. This means [cf. Eq. (7)] that we can find a
suitable time tw ≈ t′ such that, if we instantaneously
lower the bath temperature from Tq to Tb at time tw, we
shall start the relaxation at Tb with α

tw
2 = 0. The tw time

overhead, due to the initial temperature excursion from
T0 to Tq, is compensated by the exponential speedup at
Tb, that would otherwise be absent.

Heating and cooling may be asymmetric processes
(see also [37, 38]). Let us consider the maximum of
ET [M2

w] at T = T ∗
b in Fig. 1(c). Given the afore-

mentioned relation between metastability and slow re-
laxations, it is natural to expect that the largest relax-
ation time in the system 1/|λ2|, see Eq. (5), will also
attain its maximum value at T ∗

b (the asymmetry stems
from λ2, rather than α2). Now, one would naively think
taking to equilibrium at TA a system initially at equi-
librium at TB would take the same time as the inverse
process TA → TB . Quite on the contrary, if we choose
TB = T ∗

b the process TB → TA is faster than its coun-
terpart TA → TB , no matter whether TA < TB or
TA > TB . Indeed, Eq. (7) tells us that αTB→TA

2 and
αTA→TB
2 are numbers of similar magnitude (but opposite

sign). Hence, the slowness of the relaxation is ruled by
1/|λ2|, which is larger at TB .

The relaxation of the energy is an important exception,
however. Indeed, applying Eq. (3) to M2

w, one finds that
βE
2 [cf. Eq. (5)] is inordinately small at TB=T ∗

b . There-
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fore, the approach to equilibrium of E at TB is ruled by λ3
rather than λ2, which precludes us from making definite
predictions.

A working example: The antiferromagnetic 1D Ising
model. We consider a periodic chain with N spins σi =
±1, 1 ≤ i ≤ N , and σN+1 := σ1. The state space is
given by Ω = {−1, 1}N . The energy for a given spin
configuration x = (σ1, σ2, . . . , σN ) is

E(x) := −J
N∑

k=1

σk σk+1 − h

N∑

k=1

σk , (8)

where we assume J < 0 and h > 0, as well as N even
to avoid frustration. The minimum energy configuration
differs at both sides of the line 2J + h = 0. If J >
−h/2 the ground state (GS) is the uniform configuration
{σi = 1}. Instead, if J < −h/2 the GS is one of the
two AF ordered staggered configurations {σi = (−1)i}
or {σi = (−1)i+1}. Therefore, the first-order transition
at T =0 needed to demonstrate exotic OD is realized in
this model.

The uniform (Mu) and the staggered (Mst) magne-
tizations are order parameters able to discriminate our
GS:

Mu(x) =
N∑

k=1

σk , Mst(x) =
N∑

k=1

(−1)kσk (9)

(for the uniform GS, Mu = N and Mst = 0, while for
the staggered GSs one finds Mu = 0 and Mst = ±N).
The energy E (8) is invariant under spatial translations
(σi → σi+1) which ensures that ET [Mst] = 0 for all
temperatures. This is why we make stable the uniform
GS by choosing (J, h) = (−4, 8.2). Hence, our wrong
order parameter will be Mw ≡ Mst.

Other magnitudes of interest will be the staggered sus-
ceptibility χst and the spin-spin interaction C1:

χst =
1

N
ET [M2

st] , C1(x) =

N∑

k=1

σk σk+1 . (10)

The reader will note that all our magnitudes of inter-
est (namely, Mu, M2

st, E , and C1) are invariant under
spatial translations. Also our dynamics, see Eq. (1), pre-
serves the translation invariance of the starting proba-
bility P (t=0). Hence, the spectral decomposition (5) can
be restricted to the subspace of magnitudes Ob

k that are
themselves invariant under translations.

Figure 2 shows that the two conditions necessary for
exotic OD [namely, a nonmonotonic behavior of χst and
a small angle—as defined by Eq. (2)—between (M2

st)
⊥

and Ob
2] are met with our working parameters.

Results. We have considered the three protocols ex-
plained in Fig. 1 in the 1D AF Ising model considered
above. We have studied a single-site dynamics (heat-
bath dynamics or Gibbs sampler [42, 43, 45]). For short

0.0

0.5

1.0

1.5

10−2 100 102

(a)

T=1

T=4.15

T=15.177

10−2 100 102
0.0

0.5

1.0
(b)

χ
st

kBT/|J | co
s(
O

b 2
,(
M

2 st
)⊥

)

kBTb/|J |

FIG. 2. Validation of (M2
st)

⊥ as a proxy for the slowest de-
caying observable Ob

2. (a) χst as computed for N → ∞ vs.
kBT/|J |, see Eq. (10), has a maximum at T ∗

b ≈ 4.15. The
curves for N = 8 and N → ∞ are hardly distinguishable at
this scale. (b) For N = 8, the cosine of the angle between
(M2

st)
⊥ and Ob

2 is close to 1 for a wide range of bath tem-
peratures. The colored dots in (a) and (b) indicate the three
temperatures that we mostly use to demonstrate unconven-
tional OD.

chains (N = 8, 12), we solved the master equation (1)
through Monte Carlo (MC) simulations, and by find-
ing the “exact” spectral decomposition of the operator
R [50], full details can be found in [45]. The two methods
were in full agreement and supported the proposed ap-
proach for small N = 8, 12. For larger chains (N = 32),
only MC simulations were computationally feasible and,
again, validated our proposal. For clarity’s sake, we
only show numerical results for a selection observables
(see [45] for the remaining ones). In all three protocols,
we have found statistically compatible results for N = 12
and 32.

Figure 3 illustrates the ME as obtained with Tb = 1,
Tc = 4.15, and Th = 15.177, by a change of sign in

∆t[A] :=
1

N

(
Eh
t [A]− Ec

t [A]
)
. (11)

0

1

6 7 8 3 4 5 6 7
−4

−2

0

2
(b)

∆
t
[E

]
(1

0
−

5
)

t/τ0

N = 8
N = 12
N = 32

(a)

∆
t
[C

1
]

(1
0
−

4
)

t/τ0

FIG. 3. Mpemba effect. Evolution of ∆t[A] [cf. Eq. (11)] for
the observables A = E (a), and A = C1 (b). We show the
results for N = 8 (blue), N = 12 (red), and N = 32 (purple,
with a lighter shade representing the error bars of the MC
data). The time at which ∆t[A] changes sign is marked by a
dot.

Supercooling through preheating is illustrated in
Fig. 4, with the choices Tb = 1, T0 = 4.15, Tq = 2000
and tw = 0.156. It is useful to define

δt[A] :=
1

N

∣∣Et[A]− ETb [A]
∣∣ . (12)

Finally, the asymmetry between heating and cooling is
illustrated in Fig. 5(a) with the choices TA = 1 and TB =



5

−4

−3

−2

−1

1 2 3 4 5 4 5

−4

−3
lo
g
1
0
(δ

t
[M

2 s
t
])

t/τ0

(a)

lo
g
1
0
(δ

t
[C

1
])

t/τ0

(b)

FIG. 4. Preheating strategy for faster cooling. Evolution
of δt[A] [cf. Eq. (12)] for A = M2

st (a), and A = C1 (b).
Colors red and purple (respectively, blue and green) denote
that the protocol includes (respectively does not include) an
initial quench at temperature Tq. We show data for N =
8 (dashed lines), N = 12 (solid lines), and N = 32 (solid
lines with a lighter shade representing the error bars of the
MC data). Both panels show the expected speedup for the
preheating protocol.

4.15 ≈ T ∗
b , and in Fig. 5(b) with the choices TA = 15.177

and TB = 4.15.

−6

−5

5 6 7 8 4 6 8

−6

−3

lo
g
1
0
(δ

t
[M

u
])

t/τ0

(a)

t/τ0

(b)

FIG. 5. (A)symmetry in heating and cooling. Evolution of
δt[Mu] [cf. Eq. (12)] for cooling (blue and green) and heating
(red and purple) processes. We show data for N = 8 (dashed
lines), N = 12 (solid lines), and N = 32 (solid lines with a
lighter shade representing the errors of the MC data). The
cooling and heating processes were carried out between: (a)
TA = 1 and TB = 4.15; and (b) TA = 15.177 and TB = 4.15.
Note that in panel (b), Et[Mu] − ETb=TB [Mu] changes sign
at t ≈ 3 for the system originally at TA = 15.177. It is always
slower to approach TB = 4.15: i.e. to heat up in (a), and to
cool down in (b).

Discussion. We have shown that the “weak form” of
Markov dynamics provides a unified, geometric frame-
work that allows us to explain and control several exotic
OD effects pertaining to the Mpemba effect realm. Our
approach departs from previous work that usually privi-
lege the “strong form” of the dynamics by following the
evolution of the system entropy (or, rather, some kind of
entropic “distance” such as the Kullback-Leibler diver-
gence [51]). We have dealt, instead, with different phys-
ical observables, some of which can be measured at the
mesoscopic level. Our geometric approach has unearthed
an orthogonality phenomenon that may cause an observ-
able as prominent as the energy to remain blind to the
overall speedup achieved by the temperature changing
protocols. This result warns that one cannot have a too-
narrow spectrum of observables when investigating the
Mpemba effect [52, 53].

Finite-size effects on the separation of timescales are
also of concern, because it is this separation what de-

termines the attainable exponential speedup. Fortu-
nately, we have found that the speedup depends very
mildly (if at all) on the system size. Finally, we stress
that the approach presented here can also be applied to
other systems where anomalous relaxation has been ob-
served [15, 29, 38], and where the nonmonotonicity of
equilibrium thermodynamic observables is also present.
Also, extending our approach to the analysis of the time-
varying temperature protocols followed in recent experi-
ments [54] is an exciting venue for future work.
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In this Supplemental Material we will give extra details
about our work. In Sec. I, we will discuss the Markov
dynamics, as well as the ways we have implemented it.
In Sec. II, we will display exact formulae related to some
expectation values of interest for a 1D Ising model in an
external magnetic field. Finally, in Sec. III, we show some
additional results that could not be displayed in the main
text for lack of space.

I. THE MARKOV DYNAMICS

In order to explain our continuous-time dynamics, we
shall follow this step-by-step approach:

1. We shall recall in Sec. IA the necessary mathe-
matical ideas in the familiar context of discrete-
time Markov Chain Monte Carlo (MC); for a more
paused exposition see e.g. Refs. [1, 2].

2. We show in Sec. I B how to obtain a lazy version of
any discrete-time Markov chain, emphasizing how
the basic formulae need to be modified for the lazy
version of the dynamics. [3]

3. The continuous-time Markov dynamics is straight-
forwardly obtained from the lazy discrete-time al-
gorithm as explained in Sec. I C.

4. Finally, we recall in Sec. ID how the n-fold way
idea [4, 5] allows us to obtain a rejection-free al-
gorithm for our Markov dynamics with continuous
time.

In order to give some flesh to the general formulae,
we shall use the example of the Ising spin chain that is

∗ Corresponding author: alasanta@ugr.es

studied in the main text. The inner product between
real observables will also be defined here as in the main
text [6]:

⟨A | B ⟩ :=
∑

x∈Ω

πTb
x A(x)B(x) . (1)

Indeed, whether the dynamics are discrete or continuous
time does not make any difference in this respect.
Specifically, in examples we shall be referring to a pe-

riodic chain with N spins σi = ±1, 1 ≤ i ≤ N . The
state space is given by Ω = {−1, 1}N . Hence, the num-
ber of states is |Ω| = 2N . The energy for a given spin
configuration x = (σ1, σ2, . . . , σN ) is

E(x) := −J
N∑

k=1

σk σk+1 − h
N∑

k=1

σk , (2)

where we assume σN+1 := σ1 due to the periodic bound-
ary conditions. The chain length will be even, so there
is no frustration in the antiferromagnetic regime (i.e.,
J < 0).
The partition function of this model is given by

ZN (J, h;Tb) =
∑

x∈Ω exp {−E(x)/(kBTb)}, making

πTb
x (J, h) =

exp {−E(x)/(kBTb)}
ZN (J, h;Tb)

(3)

to be the Boltzmann distribution πTb for the couplings
(J, h) and the bath temperature Tb.
The main examples of observables that we shall be con-

sidering are the energy E (2), the uniform and staggered
magnetizations

Mu(x) =
N∑

k=1

σk , Mst(x) =
N∑

k=1

(−1)kσk , (4)

as well as the spin-spin interaction,

C1(x) =
N∑

k=1

σk σk+1 . (5)
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From these observables we compute the following expec-
tation values: the energy density E = ET [E ]/N , the uni-
form magnetization density Mu = ET [Mu]/N , the spin-
spin interaction C1 = ET [C1]/N , and the staggered sus-
ceptibility χst = ET [M2

st]/N . Note that the translation
symmetry of the spin chain implies that ET [Mst] = 0.
Besides, as in the main text, here 1 is the constant func-
tion such that 1(x) = 1 for any state x.

A. Discrete time

Let Tx,y be the probability for the system to jump from
state x to state y in a single time-step. If the number of
states |Ω| is finite, Tx,y can be regarded as an element of
an |Ω| × |Ω| matrix T .

The Markov and stationary properties of the dynamics
are encoded in the so-called master equation. Let us

denote P
(m)
x the probability of finding the system in state

x at the discrete time-stepm. Then, the probability after
n further time-steps is

P (m+n)
y =

∑

x∈Ω

P (m)
x [Tn]x,y , (6)

where Tn is the n-th power of matrix T . In particular,
we have the time evolution of the probability from the

initial condition P
(n=0)
x :

P (n)
y =

∑

x∈Ω

P (n=0)
x [Tn]x,y , (7)

Mind that, in this formalism, probabilities are regarded
as row vectors that are right-multiplied by matrix T to
get a new probability (hence, a new row vector).

The main properties that T should fulfill are positivity
and completeness of the conditional probabilities,

Tx,y ≥ 0 , ∀x,y ∈ Ω ;
∑

y∈Ω

Tx,y = 1 , ∀x ∈ Ω , (8)

stationary,

πTb
y =

∑

y∈Ω

πTb
x Tx,y , (9)

and irreducibility,

∀x,y ∈ Ω ,∃nx,y > 0 such that [Tnx,y ]x,y > 0 . (10)

Note that the stationary condition implies that the Boltz-
mann weight πTb is a left eigenvector of the matrix T ,
so that a system initially in thermal equilibrium at tem-
perature Tb—i.e., distributed according to πTb—remains
in equilibrium forever, see Eq. (7). Irreducibility means
that any state of the phase space Ω should be eventually
reachable from any starting state x.

Just to make one example, let us consider the Ising
spin chain. The corresponding heat-bath discrete-time

dynamics with random-access to the chain is encoded in
the following way. If two, or more, spins take different
values in configurations x and y, then Tx,y = 0. This is
why this dynamic is sometimes described as single spin-
flip. If x and y differ in the value of just one spin, then

Tx,y =
1

N
RHB

x,y , (11)

RHB
x,y =

exp {−[E(y)− E(x)]/(kBTb)}
1 + exp {−[E(y)− E(x)]/(kBTb)}

. (12)

[Diagonal matrix elements Tx,x are fixed by the complete-
ness condition (8)]. Mind that matrix T is very sparse:
every row contains 2N matrix elements, but only N + 1
of them are different from zero (i.e., the diagonal term,
and the N states y that are connected with x by a single
spin flip). In fact, the 1/N prefactor in Eq. (11) tells
us that the spin that will be attempted to flip is cho-
sen with uniform probability. The probability of accept-
ing the spin-flip RHB

x,y ensures that T verifies the detailed
balance condition

πTb
x Tx,y = πTb

y Ty,x , (13)

that can be straightforwardly combined with the com-
pleteness condition to show that detailed balance im-
plies stationary (9) [7]. Showing that heat-bath verifies
the other conditions (positivity, completeness, and irre-
ducibility for positive temperature) is a textbook exer-
cise.
Note as well that for single spin-flip dynamics it is cus-

tomary to restrict the n in Eq. (7) to a multiple of N ,

n = kN , k ∈ N , (14)

so that every spin has (on average) k opportunities to be
flipped.
At this point, it would be natural to solve Eq. (7) by

finding a basis of left eigenvectors. However, it will prove
useful to diagonalize instead the related operator T [8].
Given an observable A, we obtain a new observable T [A]
as

T [A](x) =
∑

y∈Ω

Tx,y A(y) . (15)

So, in this formalism, observables are identified with col-
umn vectors that are left-multiplied by the matrix T to
get a new column vector, hence a new observable. The in-
terpretation of the new observable T n[A] is simple: take
a system initially in state x, then T n[A](x) is the ex-
pected value of A after n dynamical steps [9]. The com-
pleteness condition implies as well that T [1] = 1 (i.e., 1
is a right eigenvector of T with eigenvalue one).
Now, the crucial observation is that, as the reader can

easily show, detailed balance implies that T is a self-
adjoint operator for the inner-product (1),

⟨ T [A] | B ⟩ = ⟨A | T [B] ⟩ . (16)
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It follows that the spectrum of T (and hence of T ) is
real. In addition, it follows from the completeness condi-
tion (8) that all eigenvalues belong to the interval [−1, 1]
(hence, the eigenvalue for the constant functions, Λ1 = 1,
is the largest one). Furthermore, one can find an orthog-
onal basis of right eigenvectors—orthogonal with respect
to the inner product (1)—(1,Ob

2,Ob
3, . . .):

T [Ob
k] = Λk Ob

k , (17)

1 = Λ1 ≥ Λ2 ≥ Λ3 ≥ . . . ≥ Λ|Ω| ≥ −1 . (18)

One has a corresponding basis of left eigenvectors in
which the starting probability can be linearly expressed
(v1 = πTb , of course)

vk T = Λk vk , P (n=0) = πTb +

|Ω|∑

k=2

γk vk . (19)

Hence, the dynamic evolution for the probability is

P (n) = πTb +
∑

k≥2

Λn
k γk vk , (20)

while the discrete-time evolution for the expectation
value of an arbitrary (finite-variance) magnitude A is

En[A] = ETb [A] +
∑

k≥2

α
(t=0)
k βA

k Λn
k , (21)

βA
k = ⟨Ob

k | A⟩ , (22)

α
(t=0)
k =

∑

x∈Ω

P (n=0)
x Ob

k(x) . (23)

B. The lazy discrete-time dynamics

Let us now assume that we modify our discrete-time
dynamics in the following way. At each time step, with
probability ϵ we attempt to modify the system exactly
as explained in Sec. IA, while with probability 1 − ϵ we
do nothing. The rationale for this modification is the
following: We want ϵ to represent a very small time step
(remember that our final goal is formulating a continuous
time dynamics). Of course, in a very short time interval
it is highly unlikely that the system changes.
Mathematically, the matrix Tϵ that represents the lazy

dynamics can be simply written in terms of the identity
matrix I and the matrix T considered in Sec. IA

Tϵ = (1− ϵ) I+ ϵ T , (24)

or, better,

Tϵ = I+ ϵ R̃ , R̃ = T − I . (25)

Mind that the off-diagonal elements of T and R̃ are iden-

tical while, in terms of R̃, the completeness relation (8)
reads

R̃x,x = −
∑

y∈Ω\{x}
R̃x,y , ∀x ∈ Ω . (26)

It is also crucial that R̃ and T share the orthogonal basis
of right eigenvectors (1,Ob

2,Ob
3, . . .), as well as the basis

of left eigenvectors (πTb ,v2,v3, . . .).
Thus, Eqs. (20)–(23) carry over to the case of the lazy

dynamics with the only change that the eigenvalues Λk

of the matrix T need to be replaced by the eigenvalues
Λk,ϵ of the matrix Tϵ. Both sets of eigenvalues can be

expressed in terms of the eigenvalues λ̃k of the matrix R̃

(remember that these three matrices, T , Tϵ and R̃ share
both bases of left and right eigenvectors):

λ̃k = Λk − 1 , (27)

Λk,ϵ = 1 + ϵ λ̃k , (28)

where

0 = λ̃1 ≥ λ̃2 ≥ . . . ≥ λ̃|Ω| ≥ −2 . (29)

Hence, for ϵ < 1/2, all the eigenvalues of Tϵ are guaran-
teed to be positive.

C. The continuous-time dynamics

We shall reach the limit of continuous time by making
the parameter ϵ in Eq. (24) arbitrarily small. Let us start
by considering that we need to reach a time t such that
t/τ0 is a rational number (τ0 is our time unit)

t

τ0
=

p

q
∈ Q , (30)

where p/q is an irreducible fraction (the case of irra-
tional values of t/τ0 will be trivially solved by continuity
through our final formulae). Next, we set a sequence of
ϵr going to zero as

ϵr =
1

qr
, r ∈ N . (31)

So, fixing the number of time steps nr as

nr = Npr , (32)

we find that nrϵr = Nt/τ0, irrespective of r. The ratio-
nale for introducing the factor of N is that we are already
planning to work with a single spin-flip dynamics, hence
we wish to work with an extensive number of spin-flip
attempts [cf. Eq. (14)].
Eqs. (20) and (21) now take the form [the numerical

coefficients βA
k and α

(t=0)
k are the same of Eq. (22)/(23),

respectively]

P (nr) = πTb +
∑

k≥2

(1 + ϵrλ̃k)
nr γk vk , (33)

Enr [A] = ETb [A] +
∑

k≥2

α
(t=0)
k βA

k (1 + ϵrλ̃r)
nr . (34)
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Now, the limit of continuous time is reached by letting r
go to infinity, so that ϵr goes to zero:

lim
r→∞

(1 + ϵrλ̃r)
nr = eNλ̃kt/τ0 . (35)

(Recall that the eigenvalues λ̃k are nonpositive.) Our
final expressions follow:

P (nr) = πTb +
∑

k≥2

e−N |λ̃k|t/τ0γkvk , (36)

Enr
[A] = ETb [A] +

∑

k≥2

α
(t=0)
k βA

k e−N |λ̃k|t/τ0 . (37)

In order to make contact with the expressions in the main

text, we just need to redefine our matrix R̃ and the cor-
responding eigenvalues as

RHB = N R̃ , (38)

λk = N λ̃k . (39)

D. Practical recipes and description of our
computations

Given that in our Ising spin chain |Ω| = 2N , we can
carry out a fully analytical computation only for mod-
erate values of N , say N ≤ 12. For larger values of N ,
we have turned to a MC method. Let us explain the
two approaches separately. For simplicity, we will denote
hereafter the matrix RHB as R.

1. Exact diagonalization

It is crucial to observe from Eqs. (25) and (38) that the
matrix R does not depend on ϵ in any way. Hence, we
can obtain R directly in the limit of a continuous-time
dynamics.

For an Ising chain of length N , R is a 2N × 2N square
matrix. Indeed, it is a very sparse matrix because only
N + 1 elements in each row are non vanishing. The N
nonvanishing off-diagonal elements are those where the
initial configuration x and the final one y differ by a
single spin-flip. These nonvanishing off-diagonal matrix
elements are identical to the probabilities for accepting
the corresponding spin-flip in Eq. (12). The diagonal
elements are given, instead, by the completeness relation:

Rx,x = −
∑

y∈Ω\{x}
Rx,y , ∀x ∈ Ω. (40)

We compute the eigenvalues and right eigenvectors of
the matrix R using Mathematica. In the first step,
we calculated the matrix R and the probability density
πTb symbolically as functions of the couplings (J, h), and
the bath temperature Tb. We then checked symbolically
their basic properties: detailed balance, R 1 = 0, and

πTb R = 0, where 0 is the constant zero function; i.e.,
0(x) = 0 for all x ∈ Ω.
The second step consists in evaluating the symbolic

expressions for R and πTb with high precision (i.e., 300-
digit arithmetic). We then compute the eigenvalues
(0, λ2, λ3, . . .) and right eigenvectors (1,Ob

2,Ob
3, . . .) of R.

This is achieved by following Ref. [2, proof of Lemma
12.2]: if D is the diagonal matrix whose diagonal ele-
ments are Dx,x = (πTb

x )1/2, then the matrix R is similar
to the symmetric (and real) matrix A = DRD−1. The
spectral theorem for this kind of matrices ensures the
existence of an orthonormal basis of right eigenvectors

{Pk}|Ω|
k=1 with respect to the inner product

⟨A | B ⟩0 =
∑

x∈Ω

A(x)B(x) , (41)

and such that the eigenvector Pk corresponds to the
eigenvalue λk. This is so, because if we define Ob

k =
D−1 Pk, then Ob

k is a right eigenvector of R with eigen-

value λk. In this way we obtained the sets {Ob
k}

|Ω|
k=1 and

{λk}|Ω|
k=1. Indeed, we verified to high accuracy (e.g., at

least 270 digits) that these eigenfunctions form an or-
thonormal basis with respect to the inner product (1),
and they satisfied that ROb

k = λk Ob
k for all k.

The final step needs the initial temperature T0 of the
process. For this temperature, we compute the initial

probability density P (t=0) as the Boltzmann weight at
temperature T0. Then we can compute the numerical

constants α
(t=0)
k (23). Moreover, for all the observables

A we want to consider, we also compute the constants βA
k

(22). Now we can obtain the evolution of the expected
value of A with time [cf. (37)]

Et[A] = ETb [A] +
∑

k≥2

α
(t=0)
k βA

k e−|λk|t , (42)

where we have chosen units such that kB = τ0 = 1. With
this choice, the time is in units of a lattice sweep. Using
this procedure, we have been able to deal with systems of
length N ≤ 12; notice that for N = 12, dim(R) = 4 096.
For the next system length N = 14, dim(R) = 16 384,
which is beyond our computing capabilities.

2. The Monte Carlo Algorithm

In order to obtain a workable MC method one just
needs to go back to Sec. I C, and compute the probability
of not making any change whatsoever to configuration x
in a time interval t. It is straightforward to show that

lim
r→∞

[Tnr
ϵr ]x,x = e−|Rx,x|t/τ0 . (43)

Hence, the probability for the time of the first change
to the configuration is the one of a Poisson process, and
we are in the canonical situation for an n-fold way sim-
ulation [4, 5]. For the reader convenience, let us briefly
recall how one such simulation is carried-out.
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Let us imagine that we want to update our system for
times t ∈ [t1, t2] starting from the configuration xini at
time t1. So, we first set our clock to t = t1, and carry
out the following procedure (we name x the current spin
configuration):

1. Select a time increment

∆t =
τ0

|Rx,x|
log(u) (44)

where u is a uniformly distributed random number
in the unit interval (0, 1].

2. If t+∆t > t2, stop the simulation [if some observ-
able is to be computed for a time t′ ∈ (t, t2), it
can be computed on the final spin configuration].
If t+∆t < t2, go to (3).

3. Update the clock of the simulation t → t + ∆t.
Note that the spin configuration is constant for all
times t′ ∈ (t, t + ∆t). So, if we are to compute
an observable for such a t′, it should be computed
before the spin configuration changes.

4. Choose the spin to be flipped with probability
Rx,y/|Rx,x| (mind that if t + ∆t > t2 this step
should be skipped). Remember that Rx,y ̸= 0 only
if the new state y differs from the old state x pre-
cisely by one spin-flip. Set the chosen state y as
the new current state.

5. Return to (1).

For an Ising chain, there is a simple technical trick to
considerably speed up the simulation. Indeed, Eq. (12)
tells us that the Rx,y depends only on the energy change
when flipping one of the spins in the starting configura-
tion x. Now, the energy-change upon flipping the spin
σk depends solely on σk−1 + σk+1 (three possible values:
2, 0,−2), and on the value of σk = ±1. Hence, according
to the energy change caused by their spin flip, there are
only 3 × 2 possible kind of spins. Therefore, in order to
compute ∆t and to decide efficiently which spin to up-
date, it suffices to maintain an updated set of six list of
spins (one for every kind of spins).

3. Our simulations

We generate a large number of statistically indepen-
dent trajectories S. On each trajectory we consider ob-
servables A [see, for instance, Eqs. (4) and (5)]. We also
select a priori a mesh of measuring times {t(1), . . . , t(M)}.
For each of this times, t(k) and for each trajectory s, we
obtain the corresponding value

Ak,s ≡ A[x(s)(t(k))] (45)

where x(s)(t(k)) is the configuration of the s-th trajectory
at time t(k). The expected value Et(k) [A] is estimated as

Et(k) [A] =
1

S

S∑

s=1

Ak,s , (46)

Simulation Tb, (Tq) Size Trajectories Replicas Time

15.177 → 1 8,12,32 2× 107 120 10

4.15 → 1 8,12,32 2× 107 120 10

1 → 15.177 8,12,32 2× 107 120 10

4.15 → 15.177 8,12,32 2× 107 120 10

15.177 → 4.15 8,12,32 2× 107 120 8

1 → 4.15 8,12,32 2× 107 120 8

4.15 → (2000) → 1 8,12,32 2× 107 120 10 (0.156)

TABLE I. List of simulations. Columns: (I) Bath tempera-
tures used in each case simulated. Parentheses indicate the
temperature used during the first step in the preheating pro-
tocol. (II) Number of spins in the chain. (III) Number of
independent trajectories simulated per replica. (IV) Indepen-
dent simulated copies of the system. (V) Time length in units
such that τ0 = 1. Parentheses indicate the time in contact
with the first thermal bath during the preheating protocol.

while we compute errors for these expected values in the
standard way:

∆Et(k) [A] =

√√√√ 1

S(S − 1)

S∑

s=1

(
Ak,s − Et(k) [A]

)2

. (47)

All our trajectories contain a preparation step and a
measuring step. In the preparation step, the initial con-
figurations for the trajectories are chosen randomly with
uniform probability. Hence, the dynamics sketched in the
previous paragraph is followed at the initial temperature
for a time long enough to ensure equilibration. Then,
one (or more) temperature jumps are carried out. This
amounts to changing the acceptance in Eq. (12), while
taking as the initial configuration at the new tempera-
ture, the final configuration at the previous temperature.
Technical simulation details are shown in Table I.

The simulations were performed in PROTEUS cluster,
the supercomputing center of the Institute Carlos I for
Theoretical and Computational Physics at University of
Granada. In particular, for each replica nodes of 12 pro-
cessors at 3.45GHz and 16Mb of memory were used. The
parameters of the simulations were J = −4, h = 8.2, and
we choose time units such that τ0 = 1. The values pre-
sented in the main manuscript were obtained averaging
a total number of 2.4× 109 trajectories.

II. EXACT EXPECTATION VALUES FOR
SOME QUANTITIES

In order to present these expectation values, we first
need to introduce some notation. Let us define the cou-
plings

K =
J

kB T
, H =

h

kB T
. (48)
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All the following mean values depend on both quantities
and on the spin chain length N (recall that in our units,
kB = 1).

Basically, we will use the transfer-matrix method in
this computation. We first define the coefficient ψ =
ψ(K,H) as the ratio of the two eigenvalues of the transfer
matrix:

ψ(K,H) =
cosh(H)−

√
e−4K + sinh2(H)

cosh(H) +
√
e−4K + sinh2(H)

. (49)

Notice that |ψ(K,H)| < 1, so limN→∞ ψN = 0.
The uniform magnetization is given by

Mu =
sinh(H)√

e−4K + sinh2(H)

1− ψN

1 + ψN
. (50)

The spin-spin interaction is given by

C1 =
sinh2(H)

e−4K + sinh2(H)

+
1 + ψN−2

1 + ψN

ψ

1 + e4K sinh2(H)
. (51)

The internal energy is given by a linear combination of
the previous two values

E = −J C1 − hMu . (52)

The staggered susceptibility is given for a spin chain of
even length by

χst =
e−4K

cosh(H)
√
e−4K + sinh2(H)

1− 2ψN

1 + ψN
. (53)

III. SOME ADDITIONAL RESULTS FOR THE
1D ISING MODEL

In this section we will describe some results related to
the three anomalous phenomena discussed in the main
text.

A. The Markovian Mpemba effect

Figure 1 illustrates the ME as obtained with Tb = 1,
Tc = 4.15, and Th = 15.177. Let us define for simplicity
the quantity ∆t[A] = (Eh

t [A]−Ec
t [A])/N for any observ-

able. We will consider the two observables not discussed
in the main text; namely, A ∈ {M2

st,Mu}.
In Fig. 1(a) we see that there is no crossing for M2

st;
this is expected as we have prepared our system so
that Eh

t [M2
st] is exponentially accelerated with respect

to Ec
t [M2

st]. Hence, the negative sign in Fig. 1(a). On
the other hand, in Fig. 1(b), we see a crossing similar to
those displayed in Fig. 3 of the main text: there is ME
for the observable Mu.
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FIG. 1. Mpemba effect. Evolution of ∆t[A] for the observ-
ables A = M2

st (a), and A = Mu (b). We show the results
for N = 8 (blue), N = 12 (red), and N = 32 (purple, with a
lighter shade representing the error bars of the MC data). In
panel (b), the time at which ∆t[Mu] changes sign is marked
by a dot.

B. Preheating for faster cooling

In this section, we compare the one-step protocol
against a two-step protocol. In the former, we start with
system in equilibrium at temperature T0 = 4.15, and we
let this system evolve with a bath temperature Tb = 1.
In the latter, we start again at T0, but we first let the
system to evolve with a bath at temperature Tq = 2000
up to t = tw = 0.156; at this time, we put the system
instantaneously in contact with a another bath at tem-
perature Tb = 1. We expect that this second preheating
protocol will make the system to evolve faster than the
standard one-step protocol. It is now useful to define
δt[A] = |Et[A]− ETb [A]|/N .

Figure 2 shows that preheating speeds up the evolution
of the two observables not reported in the main text,
namely, A ∈ {E ,Mu}. For the energy, this behavior is
clear for the exact data (N = 8, 12), but for N = 32 the
results after t ≈ 6.5 are less definitive due to the large
error bars of the MC results.

−6

−5

6 7 4 5

−4

−3

lo
g
1
0
(δ

t
[E

])

t/τ0

(a)

lo
g
1
0
(δ

t
[M

u
])

t/τ0

(b)

FIG. 2. Preheating strategy for faster cooling. Evolution
of δt[A] for A = E (a), and A = Mu (b). Colors red and
purple (respectively blue and green) denote that the protocol
includes (respectively does not include) an initial quench at
temperature Tq. We show data for N = 8 (dashed lines),
N = 12 (solid lines), and N = 32 (solid lines with a lighter
shade representing the error bars of the MC data). Both
panels show the expected speedup for the preheating protocol,
although in (a) the error bars for N = 32 are rather large to
draw a definitive conclusion.
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FIG. 3. (A)symmetry in heating and cooling. Evolution of
δt[A] for A = M2

st (a,b), A = C1 (c,d), and A = E (e,f).
In each panel, we depict cooling (blue and green) and heat-
ing (red and purple) processes. We show data for N = 8
(dashed lines), N = 12 (solid lines), and N = 32 (solid lines
with a lighter shade representing the errors of the MC data).
The cooling and heating processes were carried out between:
(a,c,e) TA = 1 and TB = 4.15; and (b,d,f) TA = 15.177
and TB = 4.15. For M2

st and C1, it is slower to approach
TB = 4.15: i.e., to heat up in (a,c), and to cool down in (b,d).
However, the behavior is the opposite for the energy (e,f).

C. Heating and cooling may be asymmetric
processes

Here we will compare the behavior of starting at T =
TA and evolving to the bath temperature T = TB against
the inverse process: i.e., starting at T = TB and evolving
to the bath temperature T = TA. We have made two
experiments: one with TA = 1 and TB = 4.15 ≈ T ∗

b (see
left panels in Fig. 3), and the other one with TA = 15.177
and TB = 4.15 (see right panels in Fig. 3). Here T ∗

b is
the temperature at which the staggered susceptibility χst

attains a maximum [see Fig. 2(a) of the main text].
In Fig. 3 we show the data not reported in the

main text, and corresponding to the observables A ∈
{M2

st, C1, E} in panels (a,b), (c,d), and (e,f), respectively.
Note that in panel (d), we observe a change of sign at
t ≈ 2.5 in the quantity Et[C1]−ETb=TB [C1] for the system
originally at TA = 15.177. We also observe such a change
of sign in panel (e) for the quantity Et[E ]−ETb=TB [E ] at
t ≈ 5 for the system originally at TA = 1.

We observe in Fig. 3(a,b,c,d), as we did in the main
text for the observable Mu, that for observables M2

st and
C1, it is always faster to move away from TB = 4.15 and
approach TA: i.e., to cool down in (a,c), and to heat up
in (b,d).

However the behavior for the energy E is the opposite
[see Fig. 3(e,f)]: it is faster to approach TB = 4.15: i.e.,
to heat up in (e) and to cool down in (f). The explanation
of this effect was already given in the main text: for bath
temperatures close to TB = 4.15 ≈ T ∗

b , the coefficient
βE
2 ≈ 0 [cf. Eq. (22)].
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