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Start by doing what’s necessary; then do what’s possible; and suddenly you are doing the
impossible. - Saint Francis of Assisi
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Abstract

Digitalisation is the main vehicle to make the grid smarter and face the challenges of the
energy transition. This digitalisation involves the widespread implementation of sensors and
actuators in the distribution grid, connectivity, and data processing technologies, having an
impact on multiple activities of Distribution System Operators (DSOs).

This PhD thesis aims to address some of the aspects significantly related to the digital
transformation of distribution grids to increase the effectiveness of this process. To achieve
this, this PhD thesis first identifies the key technologies and challenges associated with this
transformation. Based on this, it proposes a framework for measuring the level of digitali-
sation in distribution grids and develops a methodology for conducting quantitative Scala-
bility and Replicability Analyses (SRA) of Information and Communication Technologies
(ICT) in smart grid solutions. Since the high scalability and replicability of ICTs may also
have a negative impact, the thesis explores the potential impact of cyberattacks on highly
scalable and replicable devices, such as high-wattage IoT devices and distributed energy re-
sources control devices. Finally, the increased penetration of distributed energy resources and
the cybersecurity risk require better coordination between system operators. For this, the last
part of this thesis identifies and discusses the communication and data model standards that
system operators may adopt to enhance coordination and system resilience.

The examination of the main technologies used in the digitalisation of distribution grids
and their applications shows that disruptive technologies such as digital twins, inspection and
immersive technologies, Artificial Intelligence (AI), or Internet of Things (IoT) can transform
the monitoring of Low Voltage (LV) networks, predictive maintenance, optimise investments
and planning activities, or increase labour productivity, among others. In terms of challen-
ges, the main ones associated with digitalisation affect cybersecurity, core processes, and the
electric power ecosystem in general. These challenges must be properly addressed to fully
leverage the advantages and benefits of new technologies.

To assess the level of digitalisation in distribution grids, 16 indicators are proposed. Un-
like previous research that focused on performance evaluation, these indicators specifically
examine the digitalisation aspects. They are categorised according to the pillars of digitali-
sation, including sensors and actuators, connectivity, data processing, and digital culture.
These indicators are aligned with the guidelines set forth in Article 59.1 of the EU Directive
2019/944 and with the Joint Research Center DSO Observatory. They are designed to be
applicable regardless of the use cases, requiring minimal data input, and could be used to
establish causal relationships between performance and digital infrastructure.

To facilitate the digitalisation process through the deployment of scalable and replica-
ble solutions, a step-by-step methodology for conducting ICT Scalability and Replicability
Analysis (SRA) in smart grids is developed. To validate this methodology, it is applied to
two real case studies using the OMNeT++ network simulation framework. Case study A
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examines a self-consumption monitoring and control system that implements the Modbus
TCP protocol to communicate with electricity storage and solar PV assets. Case study B
analyses an indoor conditions monitoring system based on wireless M-Bus for the imple-
mentation of an energy management system. The results of the ICT SRA are presented using
ICT scalability and replicability maps, a new concept that allows a quick overview of the
analysed scenarios and an efficient estimation of the feasibility of unexplored scenarios. The
methodology proves to be an effective way to analyse wired and wireless ICT, providing a
comprehensive SRA of ICT systems for various scenarios.

To evaluate the potential impact of massively compromising internet-connected devices
present in smart grids, two studies using DigSilent PowerFactory are conducted in this PhD
thesis. The first study examines the replicability of Manipulation of Demand through IoT
(MaDIoT) attacks in two different power system models: the PST-16 model, which repre-
sents a simplified version of Europe, and the IEEE 39-Bus model, which represents New
England (North America). This study highlights the differences in the success and impact of
the attacks between the two models, thus expanding and complementing previous research
that focused primarily on American power system models. The second study evaluates the
replicability of MaDIoT attacks in a power system that incorporates distributed solar PV
generation, resulting in lower probability of success. Furthermore, it analyses the impact of
MaDIoT 3.0 attacks in different scenarios. MaDIoT 3.0 attacks are introduced in this thesis
as an evolution of the original MaDIoT attacks, and combine attacks on both the demand and
Distributed Energy Resource (DER) devices.

Finally, this thesis examines the protocols and standards commonly used in recent Euro-
pean projects for data exchange between system operators. It discusses the utilisation of these
protocols and standards for exchanging specific types of information, with a particular focus
on the Common Information Model (CIM), which provides a great coverage of technical
information but needs further development, and two alternative communication mechanisms
(publish-subscribe and client-server), whose characteristics must be considered when develo-
ping an ICT architecture.
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Resumen

La digitalización es el principal vehı́culo para hacer la red más inteligente y afrontar
los retos de la transición energética. Esta digitalización implica la implementación gener-
alizada de sensores y actuadores en la red de distribución, conectividad y tecnologı́as de
procesamiento de datos, lo que tiene un impacto en múltiples actividades de los Operadores
de Sistemas de Distribución (DSO).

Esta tesis doctoral aborda algunos de los aspectos más relacionados con la transformación
digital de las redes de distribución con el objetivo de aumentar la eficacia de este proceso.
Para lograrlo, esta tesis identifica primero las tecnologı́as clave y los desafı́os asociados con
esta transformación. En base a esto, propone un marco para medir el nivel de digitalización
en las redes de distribución y desarrolla una metodologı́a para realizar Análisis cuantitativos
de Escalabilidad y Replicabilidad (SRA) de las Tecnologı́as de la Información y la Comuni-
cación (TIC) en soluciones de smart grids. Dado que la alta escalabilidad y replicabilidad
de las TIC pueden también tener un impacto negativo, la tesis explora el impacto potencial
de los ciberataques en dispositivos altamente escalables y replicables, como dispositivos IoT
de alto consumo y dispositivos de control de recursos energéticos distribuidos. Finalmente,
la mayor penetración de los recursos energéticos distribuidos y el riesgo de ciberseguridad
requieren una mejor coordinación entre los operadores del sistema. Para ello, la última parte
de esta tesis identifica y analiza los estándares de comunicación y modelos de datos que
los operadores de sistemas pueden adoptar para mejorar la coordinación y la resiliencia del
sistema.

El análisis de las principales tecnologı́as utilizadas en la digitalización de las redes de
distribución y sus aplicaciones muestra que tecnologı́as disruptivas como los gemelos digi-
tales, las tecnologı́as de inspección e inmersión, la IA o el Internet de las Cosas (IoT) pueden
transformar la monitorización de las redes de Baja Tensión (BT) , mantenimiento predictivo,
optimizar las inversiones y la planificación de actividades, o aumentar la productividad labo-
ral, entre otros. En términos de desafı́os, los principales asociados a la digitalización tienen
que ver con la ciberseguridad, los procesos centrales y el ecosistema del sector eléctrico en
general. Estos desafı́os deben abordarse adecuadamente para aprovechar plenamente las ven-
tajas y beneficios de las nuevas tecnologı́as.

Para evaluar el nivel de digitalización de las redes de distribución se propone un con-
junto de 16 indicadores. A diferencia de trabajos previos que se centraron en la evaluación
del desempeño, estos indicadores examinan especı́ficamente los aspectos de la digitalización.
Se clasifican según los pilares de la digitalización, incluidos sensores y actuadores, conec-
tividad, procesamiento de datos y cultura digital. Estos indicadores están alineados con lo
recogido en el Artı́culo 59.1 de la Directiva Europea 2019/944 y con el DSO Observatory del
Joint Research Center. Están diseñados para ser aplicables independientemente del caso de
uso, requieren una recopilación mı́nima de datos y podrı́an usarse para establecer relaciones
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causales entre el mejor funcionamiento de la red y la infraestructura digital.
Para facilitar el proceso de digitalización mediante el despliegue de soluciones escalables

y replicables, se desarrolla una metodologı́a para realizar paso a paso el SRA de las TIC
en smart grids. Para validar esta metodologı́a, se aplica a dos casos reales utilizando el
simulador de redes de comunicación OMNeT++. El caso de estudio A analiza un sistema
de monitorización y control de autoconsumo que implementa el protocolo Modbus TCP para
comunicarse con baterı́as y el colector de datos de la generación solar fotovoltaica. El caso
de estudio B analiza un sistema de monitorización de condiciones de interiores que usa el
protocolo M-Bus inalámbrico para un sistema de gestión de la energı́a. Los resultados del
ICT SRA se presentan utilizando mapas de escalabilidad y replicabilidad de las TIC, un
nuevo concepto que permite una visión rápida de los escenarios analizados y una estimación
eficiente de la viabilidad de escenarios no analizados. La metodologı́a demuestra ser una
forma eficaz de analizar las TIC, tanto cableadas como inalámbricas, proporcionando una
SRA integral de sistemas TIC para diversos escenarios.

Para evaluar el potencial impacto de comprometer masivamente los dispositivos conecta-
dos a Internet presentes en las redes inteligentes, en esta tesis se llevan a cabo dos estudios
utilizando DigSilent PowerFactory. El primer estudio examina la replicabilidad de los ataques
de manipulación de la demanda a través de IoT (MaDIoT) en dos modelos de redes eléctricas
distintos: el modelo PST-16, que representa una versión simplificada de Europa, y el mod-
elo IEEE 39-Bus, que representa a Nueva Inglaterra (Norteamérica). Este estudio destaca
las diferencias en el éxito y el impacto de los ataques entre los dos modelos, ampliando y
complementando investigaciones anteriores que se centraron principalmente en los modelos
de red estadounidenses. El segundo estudio evalúa la replicabilidad de los ataques MaDIoT
en un sistema eléctrico que incorpora generación solar fotovoltaica distribuida, lo que resulta
en una menor probabilidad de éxito. Además, analiza el impacto de los ataques MaDIoT
3.0 en diferentes escenarios. Los ataques MaDIoT 3.0 se presentan en esta tesis como una
evolución de los ataques MaDIoT originales y combinan ataques tanto en dispositivos de
demanda como de DER.

Finalmente, esta tesis examina los protocolos y estándares comúnmente utilizados en
proyectos europeos recientes para el intercambio de datos entre operadores de red. Se anal-
iza la utilización de estos protocolos y estándares para el intercambio de tipos especı́ficos
de información, con un enfoque particular en el Common Information Model (CIM), que
proporciona una gran cobertura de información técnica pero necesita mayor desarrollo, y
dos mecanismos de comunicación alternativos (publicación- suscripción y cliente-servidor),
cuyas caracterı́sticas deben ser consideradas a la hora de desarrollar una arquitectura TIC.
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Chapter 1

Introduction

The energy transition is requiring, among other measures, the decarbonisation of the energy
sector. This is leading to massive electrification of the energy demand and an increase in
the use of renewable sources. In electricity distribution networks, this is translating into
an increase in the number of Distributed Energy Resources (DER), Electric Vehicle (EV)
charging points, and active participation of consumers (e.g., prosumers, demand response),
which pose challenges for the operation of the network, that is required to be more dynamic.
To face these challenges, the development of smart grids is key.

The smart grid can be defined as the application of Information and Communications
Technologies (ICT) (understood as computer and electronic elements coupled with telecom-
munications) to the electricity grid [1] to improve its functioning (operation, quality of ser-
vice, reliability, etc.). From an infrastructure point of view, a smart grid can be understood as
the digitalisation of the electricity grid infrastructure to achieve better performance.

Digitalisation investments are the main vehicle to make the grid smarter and face the
challenges of the energy transition [2]. However, this is a complex transformation process
due to several factors. In many countries, such as Spain, the electricity transmission system,
operated by a Transmission System Operator (TSO), only accounts for ≈ 4.4% of the total
extension of the electricity system [3]. The remaining 95.6% constitute the electricity dis-
tribution system, which in Spain represents approximately one million kilometres of power
lines, operated by more than 300 Distribution System Operator (DSO). This scale makes it
difficult to achieve homogeneous levels of digitalisation, the use of the same technologies
or interoperable ones, and to coordinate the operation between TSO and DSOs in a ever-
evolving landscape where the operation of distribution systems is becoming more active due
to the appearance of new types of customers. Figure 1.1 shows a simplified representation of
modern electricity systems where new types of customers emerge.

For the effective development of smart grids through digitalisation, this process has to be
analysed and evaluated through some of the different aspects it involves: which technologies
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Figure 1.1: Schematic representation of modern electricity systems.

are driving this process; how to measure the overall level of digitalisation of a distribution
grid; how, before their implementation, the scalability and replicability of the ICT involved
can be analysed; what could be the impact of massively compromising internet-connected
devices with a great potential for scalability and replicability in smart grids; and which pro-
tocols and standards can be used by system operators to exchange information for a more
resilient operation.

The development of smart grids cannot be based on a single technological option. To
make better decisions, DSOs need to be aware of how digitalised their grid is, which are the
latest technologies and their added value to their activities. Since the remuneration of the
distribution sector is regulated in Europe, National Regulatory Authorities (NRAs) also need
to evaluate the advances in digitalisation made by DSOs for smarter grids [4].

These advances are strongly based on ICT. It is clear that smart grid solutions need to
be highly scalable and replicable [5], [6] for their widespread deployment in the extensive
distribution grid. However, it is not clear how to analyse the scalability and replicability of
the ICT systems involved, which are an important part to consider [7] before implementing a
solution.

At the same time, massive deployments of unsecured internet-connected devices in smart
grids can be a threat to the entire electricity system. It is not so clear how this scalability
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and replicability could affect power systems if devices (IoT, DER devices) get massively
compromised in a cyberattack, and if the impact of such attacks would scale and replicate in
the same way under different conditions or when performed in different power systems [8].

To increase system resilience and reliability under different conditions, DSOs and TSOs
may need to exchange more information for normal system operation or for the implementa-
tion of system services mechanisms (e.g., flexibility markets) [9]. However, the wide range
of standards and communication protocols make it difficult to select which communication
protocols and information models are more suitable for the exchange of specific types of
information.

This thesis addresses each of these essential aspects for the effective and efficient digitali-
sation of distribution grids in their evolution to smart grids.

1.1 Motivation

Digitalisation is driving most of the investments required by the electricity system to face the
energy transition, involving the development of smart grids. However, the full digitalisation
of the grid, which can be understood as the implementation of digital technologies for each
and every node, is neither efficient nor cost-effective. For an effective digitalisation, it is
necessary to tackle some of the aspects, presented in the form of research questions, related
to this process. These research questions are outlined in Figure 1.2:

How can we assess the scalability and replicability of ICT solutions that enable the
development of smart grids?

How can the level of digitalisation of distribution grids be measured?

What could be the impact of massively compromising internet-connected devices
present in smart grids?

Which are the disruptive technologies (and their role) that will most significantly
influence this digital transformation and what challenges will this pose?

Which protocols and standards can be used for more effective TSO-DSO
communications that improve resilience?
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Figure 1.2: Main research questions for this thesis.

First, given the wide range of technologies that can be implemented for smart grids, it is
necessary a preliminary identification of the main disruptive technologies and their impact on
the activities of DSOs, as well as the challenges of this digitalisation process. This is trans-
lated into the following question: Which are the disruptive technologies (and their role)
that will most significantly influence this digital transformation and what challenges
will this pose?. The answer to this question sets the basis to analyse more in depth relevant
aspects of the digitalisation of distribution grids.
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In Europe, Article 59.1 of EU Directive 2019/944 [4] and the EU Action Plan ”Digi-
talising the energy system” [2] highlight the need of indicators to monitor smart and digital
investments in the electricity grid. As it will be more thoroughly detailed in Chapter 3, de-
spite the fact that different organisations have made some proposals, none of them aims to
directly measure the level of digitalisation (i.e., digital infrastructure), focusing more on its
results in terms of performance. This raises the following research question: How can the
level of digitalisation of distribution grids be measured?.

To digitalise the electricity grid, smart grid solutions need to be scalable and replicable. A
Scalability and Replicability Analysis (SRA) is included in most EU-funded research projects
[6]. However, the dependence of these solutions on Information and Communication Tech-
nologies (ICT) is increasingly making it necessary to include these in the scope of analysis.
ICT must maximise the deployment possibilities and be able to support new devices and ac-
commodate new services. As Chapter 4 will highlight, there is no clear approach for this
type of analysis, which affects the clarity of the results. Therefore, this raises the following
research question: How can we assess the scalability and replicability of ICT solutions
that enable the development of smart grids?.

Although the scalability and replicability of ICT are desirable features from a techno-
economic perspective, they can increase the cybersecurity risk. The massive deployment
of IoT devices and Distributed Energy Resources (DER), with more relaxed cybersecurity
measures than the Supervisory Control and Data Acquisition (SCADA) systems. However,
as Chapter 5 will show, the negative impact that MaDIoT attacks could potentially have on
different power systems needs further research [8]. This raises the question: What could
be the impact of massively compromising internet-connected devices present in smart
grids?.

Finally, not only to increase the resilience of the system against MaDIoT attacks but also
to integrate DER and active demand into the operation of the system [9], allowing them to be
participants in system services markets [10], more data exchange between system operators
is necessary. Choosing the appropriate communication protocols and information models
for exchanging specific types of information is challenging due to the extensive variety of
standards and communication protocols available. Just in Europe, the number of alternative
approaches followed by EU-funded research projects is high, as the analysis in Chapter 6 will
show. This raises the following research question: Which protocols and standards can be
used for more effective TSO-DSO communications that improve resilience?.
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1.2 Objectives of this thesis

The general objectives of this thesis are to contribute to the analysis and evaluation of the
digitalisation of smart grids, mainly from the ICT perspective, by proposing a set of indi-
cators to measure the digitalisation of distribution grids and evaluating the scalability and
replicability of the ICT involved, the impact of compromising insecure devices that can be
massively deployed in this digitalisation process (e.g., IoT devices, solar PV inverters, etc.),
and the different communication protocols and data models that can be used by system oper-
ators to exchange information for better overall operation.

The specific scientific objectives that were pursued to answer the research questions pre-
sented in the motivation can be summarised as follows:

• Identify the main technologies and challenges of the digitalisation of electricity distri-
bution grids.

• Propose a framework to measure the digitalisation of distribution grids in an easy way
and that allows the fair comparison of DSOs regardless of their size.

• Develop and apply a methodology to perform quantitative scalability and replicability
analyses of ICT for smart grid use cases, identifying system requirements and con-
straints, and providing guidelines for the selection of metrics and the development of
realistic scenarios. The methodology must be applicable to systems relying on different
types of technologies (wired and wireless).

• Perform a simulation study of the impact on different power systems of cyberattacks
to highly scalable and replicable devices. The devices to be considered include high-
wattage IoT devices and control devices for distributed energy resources.

• Perform a qualitative study of the main communication and data model standards that
system operators can use to exchange specific types of information.

1.3 Thesis outline

This thesis can be divided into four main parts, all related to the challenges of increasing
the digitalisation of electricity distribution systems for the development of smarter grids,
introduced in Chapter 2, setting up the context for the rest of the document.

The first part (Chapter 3) addresses the challenge of measuring the digitalisation of dis-
tribution grids in a simple way so that DSOs can be objectively compared in their efforts, and
cause-effect relationships between investments and performance can be identified.

The second part (Chapter 4) focuses on the scalability and replicability of ICT for an
efficient digitalisation, defining and applying a quantitative methodology to analyse these
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aspects in a smart grid context. However, high scalability and replicability of ICT may be a
threat to the power system if they have vulnerabilities and an attacker manages to compromise
them.

The third part (Chapter 5) analyses the impact on the power system if an attacker manages
to compromise high-wattage IoT devices in the demand (MaDIoT attack) and DER control
devices (MaDIoT 3.0 attack), gaining insights about the scalability and replicability of the
impact of these attacks under different conditions.

Finally, the last part (Chapter 6) deals with the challenge of improving the communica-
tions between system operators, which could be key to increasing the resilience of the system
to minimise the impact of MaDIoT attacks and facilitate the integration of DER in system
operation. It evaluates different protocols and standards for TSO-DSO data exchange, dis-
cussing their application for the exchange of specific types of information.

The document is structured in seven chapters and four appendices. The content addressed
in each of them is briefly described in the following paragraphs, also indicating the related
published / under review articles.

Chapter 2 provides an overview of digitalisation for smart grids, setting the context for
the rest of the thesis. It discusses the main impact of this digitalisation for Distribution Sys-
tem Operator (DSO)s and the applications of the main digital technologies that are being im-
plemented. Additionally, it also discusses the main challenges that this digitalisation poses.
Some of these challenges are directly related to the topics addressed in subsequent chapters.
The following journal article related to this chapter is under review:

• Title: Digitalisation of Distribution Grids: Technologies and Challenges for the Devel-
opment of Smart Grids
Authors: N. Rodrı́guez-Pérez, E. de Leyva Mérida , G. López, J. Matanza, J.P. Chaves
Ávila, R. Cossent
Journal: Renewable and Sustainable Energy Reviews JCR: Q1
Status: First review.

Chapter 3 proposes a set of 16 indicators to measure the digitalisation of distribution
grids in four main aspects (pillars of digitalisation): sensors and actuators, connectivity, data
processing and digital culture. In contrast to other indicators, these are not focused on perfor-
mance (output) but on the digital infrastructure implemented to improve performance (input).
The potential applications of the proposed indicators are also discussed in this chapter. The
following journal article related to this chapter was published:

• Title: Measuring the Digitalisation of Electricity Distribution Systems in Europe: to-
wards the Smart Grid
Authors: N. Rodrı́guez-Pérez, J. Matanza , G. López, R. Cossent, J.P. Chaves Ávila,
C. Mateo Domingo , T. Gómez San Román, M.A. Sánchez Fornié
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Journal: International Journal of Electrical Power and Energy Systems (IJEPES) Vol.
159, pp. 110009-1 - 110009-9, 2024. JCR: 5,200 Q1 (2022).
DOI: https://doi.org/10.1016/j.ijepes.2024.110009

Chapter 4 addresses how to perform the Scalability and Replicability Analysis (SRA)
of ICT for smart grid solutions. It first presents the state-of-the-art of this topic to highlight
trends and gaps. Then, a methodology to perform quantitative ICT SRA is described step by
step. This methodology is validated by applying it to two case studies from the EU-funded
RESPONSE project, using OMNeT++ simulation framework. Case study A implements
the monitoring and control system (wired technology) for a self-consumption solution that
consists of energy storage and solar PV generation. Case study B implements an indoor
conditions monitoring system (wireless technology). For both cases, an ICT scalability and
replicability map is generated to provide an overview of the scalability and replicability po-
tential of the solutions. The following journal article related to this chapter was published:

• Title: ICT Scalability and Replicability Analysis for Smart Grids: Methodology and
Application
Authors: N. Rodrı́guez-Pérez, J. Matanza , G. López
Journal: Energies 17, no. 3: 574. 2023. JCR: 3,200 Q3 (2022)
DOI: https://doi.org/10.3390/en17030574

Chapter 5 evaluates the impact on the power system of cyberattacks to demand and dis-
tributed generation. It analyses the scalability and replicability of Manipulation of Demand
through Internet of Things (MaDIoT) attacks by performing two studies. The first one analy-
ses and compares their impact on power systems with different characteristics (IEEE 39 and
PST-16 benchmark model). The second one introduces the concept of MaDIoT 3.0 attacks,
which, apart from demand, include DER devices in the scope of the attack, and analyses their
impact for different scenarios in the PST-16 system. The following journal articles related to
this chapter were published / under review:

• Title: Confronting the Threat: Analysis of the Impact of MaDIoT Attacks in Two
Power System Models
Authors:N. Rodrı́guez-Pérez, J. Matanza, L. Sigrist, J. L. Rueda Torres, and G. López.
Journal: Energies 16, no. 23: 7732. 2023. JCR: 3,200 Q3 (2022)
DOI: https://doi.org/10.3390/en16237732

• Title: MaDIoT 3.0: Assessment of Attacks on Distributed Energy Resources and De-
mand in a Power System
Authors:N. Rodrı́guez-Pérez, J. Matanza, L. Sigrist, J. L. Rueda Torres, and G. López.
Journal: IEEE Transactions on Smart Grids
Status: First review.
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Chapter 6 discusses protocols and standards for TSO-DSO data exchange. These data
exchanges improve the collaboration and coordination of System Operator (SO)s, improv-
ing their ability to tackle risks, such as the one by MaDIoT attacks analysed in the previous
chapter. Data exchanges may take place because of the implementation of new market mech-
anisms (e.g., system services) or simply to improve the operation of the system. For this,
this chapter first provides an overview of ICT architectures for TSO-DSO data exchange im-
plemented in recent European projects, identifying common protocols and standards. Then,
these are compared and their application for the exchange of specific types of information is
discussed, focusing on the Common Information Model (CIM) in terms of data models, and
on Publish-Subscribe and Client-Server mechanisms in terms of communication protocols.
The following journal article related to this chapter was published:

• Title: ICT Architectures for TSO-DSO Coordination and Data Exchange: A European
Perspective.
Authors: N. Rodrı́guez Pérez, J. Matanza , G. López, J.P. Chaves Ávila, F. Bosco, V.
Croce, K. Kukk, M. Uslar, C. Madina, M. Santos-Mugica
Journal: IEEE Transactions on Smart Grid, vol. 14, no. 2, pp. 1300-1312, March
2023. JCR: 9,600 Q1 (2022)
DOI: https://doi.org/10.1109/TSG.2022.3206092

Chapter 7 provides a summary of the contributions made in this thesis, presents some
general conclusions, and identifies unresolved issues that can be explored in future research.
Furthermore, it includes a list of all the papers that have been published in journals and con-
ference proceedings as a result of this thesis. Finally, it also includes a list of all the research
projects related to the topics addressed in which the Ph.D. candidate has been involved.

The document also includes a number of appendices in order to provide additional infor-
mation to the interested reader. They are described, together with their relationship to the
thesis chapters, in the following paragraphs:

Appendix A provides an overview of the Modbus TCP communication protocol, which
is relevant for the ICT SRA of Case Study A carried out in Chapter 4, and a detailed analysis
of one of the scenarios considered. The following conference article related to the content of
this Appendix was presented:

• Title: Scalability evaluation of a Modbus TCP control and monitoring system for Dis-
tributed Energy Resources.
Authors: N. Rodrı́guez Pérez, J. Matanza, G. López, and V. Stojanovic.
Conference: IEEE PES International Conference on Innovative Smart Grid Technolo-
gies Europe - ISGT Europe 2022, Novi Sad (Serbia). 10–12 October 2022.
DOI: https://doi.org/10.1109/ISGT-Europe54678.2022.9960319

Appendix B includes some relevant information for the ICT SRA of Case Study B car-
ried out in Chapter 4. It provides an overview of the wireless M-Bus protocol, how the
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transmission medium was modelled in OMNeT++, and a comparative analysis of different
propagation models that justify the model used. The following conference articles related to
the content of this Appendix were presented:

• Title: Scalability analysis of a wireless M-Bus system for smart metering and sensor-
ing.
Authors: N. Rodrı́guez-Pérez, J. Matanza, G. López, and M. Hajigholi.
Conference: 15th IEEE PowerTech Conference - PowerTech 2023, Belgrade (Serbia)
25–29 June 2023.
DOI: https://doi.org/10.1109/PowerTech55446.2023.10202977

• Title: Model the Path: Impact of Propagation Models on the Scalability of a Wireless
M-Bus Sensoring System for Smart Grids.
Authors: N. Rodrı́guez-Pérez, J. Matanza, and G. López.
Conference: IEEE International Conference on Communications, Control, and Computing
Technologies for Smart Grids (SmartGrid Comm), Glasgow (UK), 31 October–3 Novem-
ber 2023.
DOI: https://doi.org/10.1109/SmartGridComm57358.2023.10333969

Appendix C describes how the percentage of solar PV distribued generation for the year
20230 in Spain was estimated based on public sources of information. This percentage was
used to include distributed solar PV in area C of the PST-16 system used in the analaysis of
MaDIoT 3.0 attacks in Chapter 5.

Finally, Appendix E provides the equivalence of the nomenclature used among EU H2020
projects and the Active System Management (ASM) report when referring to market-based
coordination schemes between TSOs and DSOs.

The whole structure of the thesis together with the relationships between chapters and the
appendices is presented in Figure 1.3
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Chapter 2

Digitalisation for Smart Grids:
technologies and challenges

2.1 Introduction

In recent years, the electricity sector has seen a significant shift towards digitalisation [11]
to address the new operating challenges posed by the electrification of energy demand and
the increasing penetration of DER and Renewable Energy Sources (RES) due to the ongoing
energy transition. According to [12], approximately 18% of the total investment needed for
decarbonisation in Spain is expected to be allocated to the digitalisation of the electricity
system, which increases the pressure on the expected performance of the investments.

This digitalisation involves the widespread implementation of sensors and actuators, con-
nectivity, and data processing technologies. Sensors and actuators allow the monitoring and
operation of the grid remotely or in an automated way; the connectivity of these devices,
enabled by communication technologies such as fiber optics or 5G, makes it possible to over-
come barriers of data volume and time [13]; and data processing technologies, such as the
cloud, Big Data, or Artificial Intelligence (AI), are essential for the development of smart
grids [14] capable of processing the massive amount of data collected for decision making.
In general, the large volume of data changes how information is obtained, analysed, and used,
emerging new roles in companies, such as the Chief Data Owner (CDO), the Chief Informa-
tion Security Officer (CISO) or data scientists, and requiring the development of a strong
digital culture.

This chapter discusses the core impact of digitalisation on DSOs: on its organisation
model, customer impact, and on grid processes and asset management. As the actors in the
power sector are interconnected, the systemic impact of digitalisation must also be conside-
red.

Since a wide range of technologies are involved in this transformation process, each offe-
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ring unique opportunities and challenges, it is not always clear where these technologies add
value for DSOs. For this, the main technologies are identified in this chapter and mapped
against their main potential applications in the electricity distribution sector. Technologies
such as digital twins, inspection and immersive technologies, AI, or Internet of Things (IoT)
can transform the monitoring of Low Voltage (LV) networks, predictive maintenance, opti-
mise investments and planning activities, or increase labour productivity, among others.

However, digitalisation also poses some challenges in terms of cybersecurity, for the core
processes, and for the electric power sector in general. These challenges must be properly
addressed to fully leverage the advantages and benefits of new technologies.

This section is structured as follows. Section 2.2 presents the pillars that support digitali-
sation in the electricity sector; Section 2.3 discusses the impact of digitalisation throughout
the value chain of electricity distribution, distinguishing between the core and the systemic
impact; Section 2.4 provides an overview of the applications of the main technologies that are
being considered by Distribution System Operators (DSOs). Finally, Section 2.5 discusses
the challenges that digitalisation brings to electricity grids, together with some recommenda-
tions to address these, and Section 2.6 draws the conclusions of the chapter.

2.2 Digitalisation pillars

In recent years, the electricity sector has seen a major shift towards digitalisation with the
widespread installation of smart meters in many countries: more than 1.2 billion smart me-
ters have been installed worldwide (Europe accounting for more than 123 million smart me-
ters) [15]. This has enabled many DSOs to use big data techniques and Machine Learning
(ML) algorithms to gain valuable insights from smart metering data [16], while also allowing
consumers to access their consumption data with greater ease.

Apart from smart metering, many DSOs are currently deploying advanced supervision
sensors in low voltage feeders [17], improving the detection of technical and commercial
abnormalities, and Phasor Measurement Units (PMUs), which improve system control and
monitoring [18], [19]. However, in general, distribution networks are not yet sufficiently
digitalised to cope with the massive integration of DER that is expected.

Digitalisation of power distribution grids is mainly based on three key pillars: sensors
and actuators, which are necessary to monitor and control the grid; connectivity, related to
the ICT implemented for the communications of sensors and actuators with other systems;
and data processing, related to the exploitation of the data collected.

Together with these, a fourth element for the digitalisation of distribution grids can also
be considered: the digital culture of the DSO. The implementation of new digital solutions
in the grid and the adoption of cybersecurity measures in all DSO activities can be made
easier if the DSO hires digital professionals, provides its personnel with digital training and
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the necessary tools, and allows customers to interact digitally. The DSO’s digital culture can
either facilitate or impede the implementation of technical solutions.

These pillars of digitalisation show a high level of interdependence, as shown by Figure
2.1; a significant development of one pillar usually requires an equivalent development of
one of the others, increasing the number of use cases and applications of digitalisation. The
deployment of a large number of sensors on either new or existing assets may necessitate the
adaptation of the communications infrastructure necessary for collecting the data, as well as
an increase in the computing and storage capacity of the servers responsible for processing
and analysing the data. In terms of digital culture, the DSO should guarantee that the per-
sonnel involved have the appropriate tools and training to make the most of and maintain the
new infrastructure.

Sensors

Actuators

Connectivity Data
Processing

Digitalisation of distribution grids

Digital culture

Figure 2.1: Pillars of digitalisation of power distribution grids.

2.3 Impact of digitalisation on the electricity distribution
sector

The impact of digitalisation in the electricity distribution sector can be divided into two types:
core impact and systemic impact. The core impact includes the effects that digitalisation has
on the three main components of the value chain of a DSO: organisation, customer relations,
and processes and asset management [20]. On the other hand, the systemic impact includes
cybersecurity and risk management, which are aspects that are shared by all stakeholders
in the electricity sector and require coordination and collaboration to take advantage of the
benefits of digitalisation in a safe way.
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2.3.1 Core impact

Impact on the organisational model

According to the Spanish Energy Club, digital transformation impacts companies in five key
areas [21]: digital culture and leadership, skills and talent attraction, new ways of working,
digital labour and workforce, and value creation.

To begin with, digital culture and leadership that promote a worker-centred perspective
must be established. To achieve this, three elements are necessary:

• Digital leadership [22]. To adapt to the digital era, it is important for organisations to
undergo restructuring. Leaders should place importance on the need for digital change
and companies should take advantage of digital opportunities by motivating their teams
and initiating projects. Additionally, employees should prioritise creating value rather
than only pursuing personal goals.

• Elimination of silos [23]. It is essential to create teams that are multipurpose, non-
hierarchical, and have the authority to manage projects from start to finish, thus moving
closer to an agile work system.

• Breaking through risk aversion. Digital technology enables the ability to carry out
small-scale demonstrations with a minimal financial risk if unsuccessful, yet still po-
tentially yielding valuable results and experience.

Digital culture and leadership can be better achieved by attracting digital talent. Com-
panies must be able to answer four key questions (What?, Who?, Where?, How?) when
recruiting such personnel [24]. First, a thorough examination of the expertise needed for
each job must be done (What?). Then, the company should fully understand the digital pro-
files available in the market (Who?), which nowadays is a global market. Companies should
pay attention to indicators that demonstrate whether the sector (Where?) is conducive to the
growth of this type of talent, such as the start-up environment or the appeal of the location.
To answer the question ”How?”, companies must understand what motivates digital profiles
and focus on their interests. Apart from attracting new talent, the capabilities of existing em-
ployees should not be disregarded. Training programs should be implemented to improve the
skills of employees involved in digital projects and provide them with continuous learning
opportunities.

Digitalisation also involves new ways of working. To exploit the advantages offered by
digitalisation, companies must improve their flexibility and focus on creating value through
collaborative and agile approaches to work [25], such as Scrum or Design Thinking [26].

The digital workplace redesigns processes to maximise productivity and prioritise em-
ployee experience [27]. This transition has been accelerated amid COVID-19. The adoption
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of a digital workplace brings great benefits [28], [29]: improved productivity, better acquisi-
tion and retention of talent, higher level of innovation, and optimised costs.

Finally, it is crucial to have a culture that is dedicated to generating value beyond indi-
vidual objectives. To achieve this, it is important to continuously measure the progress of the
digitalisation process in order to enhance credibility and facilitate change management.

Customer impact

The new type of electricity consumer is adopting technologies that impact the electrical in-
frastructure (Electric Vehicle (EV), DER).

This culminates in the figure of the prosumer, who is able to generate, store and sell their
energy to the grid [30]. The new business model for power grid agents will have to provide
control, flexibility, and simplicity to these customers [31], [32].

The development of Virtual Power Plants (VPPs) [33] or the development of blockchain
technologies for energy trading [34] could promote the provision of system services by cus-
tomers. These services, when needed, could occasionally help DSOs operate more efficiently
and safely without having to upgrade the grid infrastructure.

Impact on electricity grid processes and asset management

Electricity grids are made up of a wide variety of distributed devices, such as protections,
smart meters, and transformers. For a long time, the connection of these assets has been
progressive. An illustration of this is the introduction of Power Line Communications (PLC),
which allowed the development of Advanced Metering Infrastructure (AMI). Digitalisation
has the potential to enable the full integration of the assets of the electricity distribution
network, improving operations and asset management in four main areas [21]: planning and
investment, operation, maintenance, and asset life cycle.

The way in which digitalisation can affect each of these areas is briefly described in the
following.

• Planning and investment. The electric power sector should consider how to develop
new infrastructure to meet increasing demand, abrupt changes in consumer behaviour,
or the connection of DERs. Digitalisation can help in the development of a planning
activity that quickly adjusts and shifts to new trends and manages uncertainty by fore-
casting future scenarios, improving investment planning and decision making.

• Operation. The increasing penetration of DER results in greater variations in demand
patterns and the possibility of bidirectional power flows that make it more difficult to
operate the grid safely. The interconnection of assets through IoT will enable a more
efficient operation. Grid operation will be much more automated through autonomous
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decision-making systems, drastically reducing the response time in the event of in-
cidents. Smart meters and network monitoring will provide real-time information to
improve the Quality of Service (QoS) through the autonomous detection and locali-
sation of faults [35], non-technical losses [36], and anomalous events in the network.
By automating the response to incidents and contingencies, the variations in load flows
and voltages derived from load disconnection problems, converters, or lines, would be
reduced.
But digitalisation will not only have an impact on the remote operation of the grid.
Field workers are highly dependent on process coordination, as they work in remote
areas and under constantly changing conditions. As a result, the useful work performed
on a working day corresponds to a medium-low percentage in relation to its duration.
A digitalised workforce relies on digital technologies to improve productivity, as well
as to operate in a fault-free and safe environment.

• Maintenance. It is possible to estimate when assets are likely to malfunction by using
predictive maintenance, which can lead to an increase in asset productivity (i.e., utilisa-
tion) and availability, as well as a significant reduction in maintenance costs [37], [38].
The combination of Big Data, AI, and IoT will further improve predictive maintenance
[39] by keeping track of Key Performance Indicators (KPIs) of assets, such as the Mean
Time Between Failure (MTBF) or the Mean Time To Failure (MTTF) [40].
In addition to this, the development of methods to control and monitor the growth of
plant masses would increase efficiency, as it allows a more precise and optimised mon-
itoring of vegetation growth around electrical infrastructure, thus avoiding possible
incidents.

• Asset’s life-cycle. Digitalisation can increase the profitability of end-of-life assets by
reducing costs and minimising risks associated with asset abandonment processes. This
could be achieved primarily through intelligent and unified management of the data
generated during the life of the assets [21].

2.3.2 Systemic impact

The correct operation of the electricity system is achieved thanks to the cooperation of
the different actors. The Smart Grid Conceptual Model (SGCM) developed by NIST [41]
presents the interaction of up to seven domains: markets, operations, services provision,
transmission, distribution, generation, and customer domain. The generation domain can be
divided into bulk generation and DER. This last one is considered as a customer by the DSOs.
Considering this, the main actors involved in the power sector and their communication and
electrical flows are shown at a high level in Figure 2.2. In it, the service provider actor
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refers to any entity that provides energy-related services such as energy and flexibility trad-
ing, balancing, DER aggregation, etc. The physical, cyber, and strategic connections within
the power sector are evident, so the impact of digitalisation is not unilateral.

Markets Service Provider

TSO DSO

Bulk

Generation
CustomerElectrical flows

Communication flows 

Figure 2.2: Interactions between electricity system actors. Based on the Smart Grid Concep-
tual Model by [41]

This interconnection between the actors in the power sector (both in the electricity and
communication layers) makes cyber-resilience a major issue for the electric power sector. It
also requires that the interconnected actors apply the same security levels to their processes.
Digitalisation causes the expansion of the attack surface, creating new security risks that can
be taken advantage of in a cyberattack. One of these risks is caused by the combination of
Operational Technology (OT) and Information Technology (IT) technologies, which adopt
different security measures, for the operation of the system. For example, a cyberattack on
the IT environment can have a consequent impact on the OT environment [42].

The failure of a digital system or a cyberattack on an actor (including customers) can have
a cascading effect on the entire electricity system (or parts of it) [43], causing blackouts with
serious economic consequences. To achieve cyber resilience in the electric power sector, all
stakeholders must work together and develop collective strategies.
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2.4 Key technologies and their applications

This section examines, at a high level, the potential of technology to improve the fundamental
activities and asset management of DSOs. Table 2.1 summarises the main applications of the
key digital technologies in distribution grids.

Table 2.1: Summary of the main applications of key digital technologies in distribution grids.
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Optimisation of investment activities X X X X X
Predictive maintenance X X X
Dynamic and flexible planning X X X
LV network monitoring X X X X
Labour productivity and sustainability X X X X
Vegetation management X X X
Contingency analysis and incident response X X X

2.4.1 Digital twins

A digital twin is a digital representation of a physical entity that uses platforms and two-way
data exchanges to accurately reflect its real-world behaviour [44], [45]. Due to its complexity,
the application of this technology by DSOs is mostly in the demonstration phase [46]. Digital
twins would mainly add value to the following three activities:

• Optimisation of investment activities: Digital twins enable real-time monitoring of
equipment quality [47]. This technology not only allows for continuous observation
of asset and process dynamics but also makes it possible to detect unmeasured factors.
As a result, decisions can be made about replacing equipment or improving processes,
which can lead to savings in cost and time.

• Predictive maintenance: Through simulations and data collection, digital twins can
be used to develop predictive maintenance strategies [48], [49]. Machine learning al-
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gorithms, trained with these simulations, can improve the prediction of component
failures, thus allowing for proactive maintenance interventions.

• Dynamic and flexible planning: The predictions and forecasts generated by the digital
twins allow for dynamic and flexible planning [44], which is essential for preparing for
the future grid landscape. Multiscenario simulations, taking into account the growing
presence of DER [47] and customer participation in power markets, can help identify
weak points in transmission and distribution systems that should be taken into account
when creating resilient plans [50]. These models, combined with analytics, can sys-
tematise, automate, and simplify the decision-making process in planning activities.

2.4.2 Inspection technologies

Inspection technologies are those that allow the remote visual monitoring of the grid infras-
tructure. Unmanned Aerial Vehicles (UAVs), Laser Imaging, Detection, and Ranging (LI-
DAR) or thermal cameras are some inspection technologies that are increasingly being used
in distribution grids for the following activities:

• Optimisation of investment activities: This technology eliminates the need for physical
visits, thus reducing both time and paperwork. Additionally, they allow remote identi-
fication of land-related characteristics, facilitating decision-making processes for grid
expansion or new infrastructure projects.

• LV Network monitoring: Digitalisation has a significant impact on the monitoring of
LV networks, allowing greater surveillance and detection of irregularities. Thermal
cameras can be used to identify overheated transformers [51], while UAVs can be in-
corporated into regular grid operations by using them for maintenance tasks without
having to be physically present, specially in LV orverhead lines in rural areas.

• Labour productivity and sustainability: The use of inspection technologies in terms of
labour productivity and sustainability is remarkable. UAVs are becoming a major fac-
tor in automating asset inspection and improving worker safety in difficult conditions,
reducing the need for personnel displacement. This not only increases productivity but
is also in line with sustainability objectives.

• Vegetation management: Vegetation management is a key factor in ensuring grid relia-
bility, mainly in rural areas where overhead lines are more common. LIDAR systems,
satellite technology [52], and UAVs [53] can be used together to create a 3D model
of the surrounding vegetation. This could help to reduce the risk of accidents during
maintenance activities and reduce the number of electrical faults caused by vegetation.
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2.4.3 Immersive technologies

Immersive technologies, such as Virtual Reality (VR) and Augmented Reality (AR), offer a
new way to visualise, monitor and work on the grid infrastructure. These technologies have
the potential to increase situational awareness, facilitate real-time decision-making, and foster
a more intuitive engagement of workers with data. More specifically, immersive technologies
can be useful in the following contexts:

• Optimisation of investment activities: Similarly to digital twins, immersive technolo-
gies facilitate the evaluation of the condition and performance of grid equipment (e.g.,
using augmented reality to monitor overhead lines sag [54]). Decision makers can
use this capability to identify the most suitable times for upgrades or replacements,
helping to ensure that resources are allocated efficiently and that grid maintenance is
cost-effective.

• Vegetation management: In field visits where the use of UAVs is not sufficient, the use
of immersive technologies can provide greater security to the process through remote
support and step-by-step guidance for the workforce.

• Labour productivity and sustainability: Immersive technologies offer a broad range
of applications to enhance the efficiency and sustainability of field operations. AR
technology provides many opportunities, from scanning QR codes on a smartphone to
get instructions for maintenance tasks to using augmented vision through wearables
[20], such as smart glasses, which allow operators to work hands-free while receiving
remote support, thus reducing the risk of the most dangerous tasks [55]. Furthermore,
by equipping these devices with geolocation systems, operators can be tracked in real
time when working in remote areas. With regard to VR technology, workers can be
trained in secure virtual environments where they are not exposed to high voltages,
overcurrents, or falls from high heights.

2.4.4 Big Data analytics, artificial intelligence and cloud computing

Big Data analytics (or just Big Data) refers to computational techniques and procedures that
allow the analysis of large volumes of data. The deployment of sensors and actuators in
the distribution grid involves the massive collection of data that has to be processed using
Big Data techniques to make decisions in different aspects and take full advantage of the
digital infrastructure implemented. Related to Big Data, AI applications are increasing the
insights extracted from collected data. AI encompasses various concepts, including ML and
Deep Learning (DL). ML techniques make use of mathematical and statistical algorithms
to uncover patterns and relationships in a dataset that may not be easily identifiable using
traditional methods. This allows for more accurate predictions.
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However, this requires large computing capabilities and the correct integration of the data
collected. This is where the cloud adds value. The cloud allows the hosting and overseeing
of a company’s virtual infrastructure while seamlessly integrating all its resources.

Services such as Google Cloud, Amazon Web Services, and Microsoft Azure allow the
integration of IoT sensor data in real time, allowing constant monitoring of the network. Fur-
thermore, this technology improves the scalability of processes and virtual infrastructure and
can provide access to AI, blockchain, VR, and quantum computing applications. However,
the shared responsibility models of cloud providers should be considered. System operators
should ensure that they follow a model that preserves privacy, data, algorithms, and connec-
tions with other clouds before moving large parts of their ICT into the cloud [56], [57].

Recently, as a complement to cloud computing and thanks to virtualisation technologies,
the concepts of Edge and Fog computing have emerged. These concepts shift the computa-
tional load from the cloud to the connected devices that generate the data or that are closer
to the sources. These novel architectures address the need to minimise the time spent trans-
ferring data to the cloud, processing it, and transmitting the results by processing the data
locally, reducing, at the same time, the need for large-scale connectivity with central systems.

• Optimisation of investment activities: The use of Big Data makes it feasible to include
variables in investment models and assessments that could not be quantified before.
For example, variables that refer to environmental safety (e.g., vegetation expansion).
Furthermore, the use of historical data would allow to predict administrative processing
times for construction activity and costs.

• LV Network monitoring: These technologies must seamlessly integrate with IoT tech-
nologies. The huge amount of data generated by IoT devices will require the use of
these technologies to process the data in real time to run applications for autonomous
detection, location, and response to faults [58] and anomalous events in the network.
By using Edge computing, sensors’ data can be processed at secondary substations to
detect, locate, and classificate LV faults, and for state estimation, fraud detection and
power losses accountability [59], [60]. Additionally, cloud computing has enabled the
integrated management of the LV network [61].

• Predictive maintenance: In order to process the large amount of sensor data, distributed
computing may be necessary. Edge computing could be used to run predictive main-
tenance algorithms locally [59], [60], whereas Cloud computing allows access to large
ML and DL maintenance algorithms. The Cloud provides an integrated management
of all data through Key Performance Indicators (KPIs), which allows for centralised
control of all deployed resources, saving time and money. Additionally, Big Data can
use historical data or reports to recognise the typical behaviour of assets and calculate
the risk of deviation from the baseline. These data are then fed to the ML algorithm,
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which is responsible for forecasting changes in the state of the assets based on sensors’
data [58], and for automating decision-making based on the history of state changes.

• Dynamic and flexible planning: These technologies enable the systematisation, au-
tomation, and simplification of decision-making processes in planning activities.

• Automation and optimisation of contingency analysis and incident response: The in-
tegration of IoT with the LV network enables a change to a much more automated
system. This is further enhanced by the use of Big Data and ML algorithms, which
will provide significant improvements in the analysis of contingencies [62], [63]. This
combination of autonomous decision-making systems and real-time communications
networks leads to a marked improvement in contingency analysis, allowing faster in-
cident detection and autonomous incident response, thus reducing the time taken to
replenish incidents. It would be possible to achieve uninterrupted supply through the
development of incident prediction algorithms.

• Vegetation management: Through the use of Big Data, it is possible to process the
necessary information from different sources to develop, using AI algorithms, predic-
tive models of the growth of the vegetation mass.

• Labour productivity and sustainability: Cloud computing enables the management of
the entire workforce from a single location. By combining it with Big Data analytics,
it is possible to optimise and integrate the management of field resources. Advanced
analytics can be used to predict risks in real time and alert field workers through their
smartphones or smart glasses. Geolocation systems can be used to track the position
of all resources, which, when combined with advanced analytics, allows for dynamic
and efficient task allocation to workers and the optimisation of routes for increased
productivity.

2.4.5 IoT

The digitalisation of the electrical distribution grid involves increasing its level of automation,
which, in turn, depends on the widespread deployment of sensors and actuators with connec-
tivity. The IoT is a further step in connecting assets and creating a real-time communica-
tion network. IoT is not a technology, but a widely used term in industry that encompasses
a multitude of sensing, actuation, and communication technologies. It provides versatility
and scalability, achieved through the combination of various communication technologies
and physical media. This can range from using the power grid itself through PLC to using
fiber optics or 5G technology in critical assets to achieve low latency [13], or using Low
Powered Wide Area Networks (LPWANs) [64] to reach the most remote and isolated assets
while reducing maintenance due to their low power consumption. To take full advantage of
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this connectivity, it is usually necessary to develop router communication equipment that is
specifically designed for electrical services, as the deployment conditions (e.g., secondary
substations, power lines, etc.) can be challenging.

• LV Network monitoring: The use of communication technologies has enabled the pro-
vision of intelligence to assets through the IoT. This is made possible by using remotely
managed meters and actuators (e.g., breakers, switches, tap changes, etc.) and the real-
time monitoring of the network through sensors.

• Predictive maintenance: The IoT enables real-time tracking of operations through asset
monitoring. By providing connectivity between sensors (temperature, humidity, vibra-
tion, power, or battery life) and maintenance systems, it is possible to process the data
to evaluate the reliability of the deployed equipment.

• Automation and optimisation of contingency analysis and incident response: The full
interconnection and monitoring of all grid assets through IoT devices and the use of
5G as communication technology allow real-time connection among them, reducing
the delay in responding to critical incidents.

• Planning and investment: The continuous monitoring of assets through IoT provide
a real-time understanding of the status and reliability of these assets, thus allowing
optimal production planning and agile, secure and accurate decision-making.

2.4.6 Blockchain

Blockchain is a Peer-to-Peer (P2P) technology that facilitates decentralised data storage,
sharing, and processing between participants in a network [65]. It consists of blocks, in-
terconnected through cryptographic methods, that contain data, information, or transactions.
Most applications of blockchain in the electricity sector focus on P2P energy trading [65].
However, this technology can also add value to the operation of distribution grids:

• LV Network monitoring: The use of blockchain can enable a secure and fast transaction
settlement to manage grid constraints [65]. If an anomaly is detected, maintenance can
be facilitated and paid instantly and automatically through Smart Contracts, allowing
faster response times.

• Automation and optimisation of contingency analysis and incident response: The ef-
fect of increasing penetration of renewable energy and DER on grid stability requires
new services and flexibility requirements [66], either to regulate electricity demand
to better match supply, or to compensate for backup supply sources that can respond
quickly in times of shortage. Blockchain technology can be used to ensure the bal-
ance between supply and demand by automating transactions and settlements between
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agents. However, due to the disruptive nature of this new model, the integration of
blockchain is, by the moment, mostly through pilot programmes with a selected group
of participants and focused on specific functional applications.

• Labour productivity and sustainability: Smart contracts can be used to automate the
supply chain of spare parts and maintenance equipment [67], thus making network
infrastructure maintenance more efficient. When the predictive maintenance algorithm
detects an imminent failure of an asset, the necessary equipment for its maintenance can
be purchased automatically. This improves response times and maintenance productiv-
ity, as the dynamic task allocation algorithm can simultaneously alert the workforce
about the failure.

2.5 Challenges of digitalisation

Despite the advantages and applications of digitalisation, it can also present some challenges
for system operators.

2.5.1 Challenges in core processes and asset management

In order to make the most of the implementation of IoT devices and incorporate their data
into operational and planning processes, DSOs may choose to create their own communica-
tion network (for example, using PLC or fiber optic technologies) or rent the infrastructure
from a communications service provider. Any new implementation that requires ICT should
be evaluated in terms of scalability and replicability, not only from a functional perspective
(i.e., the solution performs as expected), but from an ICT perspective (i.e., the ICT infras-
tructure does not saturate). As mentioned previously in this chapter, the digitalisation of
distribution grids involves the progressive deployment of a large number of devices (sensors
and actuators). Before this deployment, DSOs should evaluate the scalability and replicabil-
ity of the ICT that provides the connectivity between devices and data storage and processing
systems. This means making sure that the infrastructure, without major updates, will be able
to comply with the requirements of the different applications (for example, in terms of la-
tency, throughput, etc.) when increasing its use. In addition, due to the large extension of
distribution grids, DSOs should implement cost-effective solutions with a large replicabil-
ity potential or whose elements provide a variety of different configurations (for example,
devices offering wide interoperability).

A proprietary ICT infrastructure, although providing a great level of independence and
control over communications, can be an insufficiently scalable and costly endeavour in terms
of Capital Expenditure (CAPEX), while renting a third-party infrastructure could provide
more scalability but also an increase in the Operational Expenditure (OPEX) and dependabi-
lity on third parties.
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A similar decision must be made regarding AI algorithms and Big Data, which require
large computing and storage capacities; companies can choose between using public cloud
computing providers, where the Shared Responsibility Model (SRM) of the provider should
be taken into account, or using an on-premise cloud solution, which present more difficulties
in terms of infrastructure scalability, cybersecurity, and expenses.

From an economic and technical point of view, the complete monitoring and automa-
tion of the distribution grid is not efficient. Solutions such as the implementation of edge
computing in all secondary substations, the monitoring of all electrical equipment for main-
tenance purposes, or an accurate digital twin of all assets are unsustainable. DSOs should
perform a preliminary assessment of assets to prioritise the most critical ones and implement
the digital technologies that have a greater impact on the reliability and QoS metrics. For this,
DSOs need to measure the digitalisation of their grids to draw conclusions about its impact
and the cause-effect relationship between digitalisation and performance.

Finally, there will be some challenges to increase the digital culture of DSOs. Implemen-
ting the digital field force for distribution grids will present some difficulties. In addition to
the expenses related to the purchase of technologies such as mobile applications, geolocation,
immersive, and inspection technologies, DSOs will have to face some resistance to change
from employees and teach them to use these tools proficiently and in a cyber-secure manner.
In this regard, measuring digital culture through indicators would help DSOs identify the
aspects to further work on.

2.5.2 Challenges in the electric power sector

Despite already being a highly interconnected system, digital technologies have increased the
level of interdependence between the different actors and the risk of cascading effects, both
in the physical (electricity system) and cyber (ICT) layers. To minimise it, it is essential for
all the actors involved in the electric sector to collaborate, operate in a coordinated manner,
and share best practices and incidents as soon as they occur. This should be accompanied by
the development of flexibility mechanisms.

However, to encourage investment in digitalisation and the development of new solutions
in the electricity sector, regulatory measures are needed [68]. Regulatory sandboxes could
be used to encourage the use of innovative digital technologies to test and develop different
flexibility services while maintaining regulatory oversight [69].

One challenge that the electric power sector is currently facing is interoperability. Inter-
operability can be defined as the ability of systems to exchange information and make use of
that information. For this, the use of standards is key.

In Europe, the ICT implemented can be different from one area to another. In many
cases, for the communication between Transmission System Operators (TSOs), DSOs, and
other actors, custom-made platforms or protocols are developed to facilitate the integration of
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the different systems. In other cases, existing platforms that support different standards and
protocols, or that provides an API that can be easily adopted, are used.

To address this challenge at an European level, the BRIDGE initiative has proposed to de-
velop a conceptual European data exchange model that involves elements of the platforms de-
veloped/used like functionalities, standardisation needs, etc. [70]. The use of different types
of platforms in EU innovative projects so far makes it necessary to define the ’interoperability
of platforms’ [70] and identify those platforms with replicability and scalability potential at
a European level, while ensuring General Data Protection Regulation (GDPR) [71] compli-
ance and data owner’s control over their data. In addition, these platforms should also comply
with EU regulation including data exchange, such as Regulation 2017/2195 [72], Regulation
2017/1485 [73], and Regulation 2016/1388 [74]. The interoperability of platforms, together
with data handling (data ownership, access, quality, and harmonisation), are considered the
main challenges to address in this regard.

To address these challenges, the collaboration of the different stakeholders in the devel-
opment of use cases [75] can be key. Regulation should take into account the emergence of
new agents in the electricity sector (e.g., aggregators, energy communities, etc.) and clearly
define their roles and responsibilities, armonising the approach to define roles in the Har-
monised Electricity Market Role Model (HEMRM) [76], and including data management.

Finally, the adoption of Common Information Model (CIM) as the main information
model can help to increase interoperability between systems within the same organisation
and with other actors of the sector. However, more collaboration in the development of CIM
extensions is needed [70].

2.5.3 Challenges in cybersecurity and data privacy

Digitalisation in the electricity sector will increase the cyberattack surface and involve the
management of a huge amount of data, in some cases including personal data, that must be
properly secured. The utilisation of cloud solutions to manage these volumes of data could
lead to less control over it (e.g., sensitive data not encrypted or anonymised) and an increase
in the number of data breaches, which could have an effect on personal data protection. It
is important to know the objective and final use of each piece of data collected, as well as if
it involves personal data, so that the proper measures can be adopted to avoid leakages and
comply, in Europe, with the GDPR.

The extensive use of IoT devices could be a major security risk [77], as these devices
may not have any security measures in place [78] or adhere to different regulations (i.e., a
non-aligned / fragmented legal framework) [79]. IoT devices deployed at the consumer level
may be the target of cyberattacks with the objective of disrupting the normal operation of the
power grid. This type of attack is called MaDIoT attack [80]. In addition to demand, the
growing integration of DER also broadens the scope of potential attacks [81]. An attacker
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compromising DER could affect the operation of the system [82]. In general, IoT devices in
the demand and DER controllers can be a security challenge for grid operators because of
two reasons:

• These devices have a deficient cybersecurity infrastructure [83] and, in the majority of
cases, no physical security infrastructure.

• Controlling Advanced Persistent Threats (APTs), phishing, and other similar risks
is more challenging than usual, since the infrastructure, public or private, is usually
not owned by the distributors. For example, electric vehicle charging points are not
continuously monitored by DSOs [84], [85].

At the moment of writing this thesis, in Europe, the European Union Agency for Cybersecu-
rity (ENISA) is in the final stage of development of the European Cybersecurity Certification
scheme (EUCC) [86] which will set some minimum security requirements for these devices.

In addition to this, collaboration between DSOs, TSOs, and other entities is essential to
achieve systemic resilience. To create collective situational awareness and minimise the risk
of cascading failures, detailed real-time information sharing and notification about incidents
is necessary, as well as a coordinated response. To this end, European normative is evolving
to encourage information sharing and cyber incident communication initiatives, such as the
Digital Operational Resilience Act (DORA) [87] for the financial sector and the Network and
Information Security 2 (NIS2) Directive [88]. NIS2 Directive, which includes the energy sec-
tor within its scope, introduces more security requirements, the obligation to report incidents
to the designated national entity, and more extensive enforcement measures.

Focused on the electricity sector and the high level of interconnection of its stakeholders,
the Network Code on Cybersecurity [89] 1 sets specific measures to address cybersecurity
of cross-border electricity flows. It establishes minimum cybersecurity requirements, cross-
border risk management processes, cybersecurity controls, a framework for cybersecurity
information sharing, and the delineation of roles and responsibilities for the stakeholders
involved, among other measures.

Nevertheless, just the compliance with cybersecurity regulation does not guarantee com-
plete protection from cyberattacks. The fast pace of digitalisation in the electricity sector
makes it difficult for regulation to keep up with the latest cyber threats and vulnerabilities.
Hence, it is crucial to adopt a resilient and adaptable mindset, along with effective approaches
to address systemic cyber risks.

In the past, cybersecurity was frequently overlooked compared to other risks and was
usually under the responsibility of the IT department. This is changing. In electricity dis-
tribution, where reliability of supply is essential, cybersecurity cannot be managed indepen-
dently. It must be integrated with business risks and throughout the entire organisation [90].

1Currently in draft phase. Expected to be adopted by the European Commission in the first quarter of 2024.
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To minimise the cybersecurity risks and increase cyber-resilience, DSOs should consider the
following:

• Defence in depth and end-to-end cyber-resilience strategies. The idea of Defence
in Depth (DiD) entails structuring the risk management strategy across various levels,
so that if one is compromised, another level will be implemented to prevent the attack
from accessing sensitive data.
Regarding end-to-end cyber-resilience strategies, cybersecurity should be a priority for
all levels of an organisation, from the business level to the functional level. It should
be incorporated into the strategy plans at the corporate level, and into enterprise risk
management at the business level. At the functional level, it is important to consider
cybersecurity when designing systems and architectures.

• IT and OT integration and cooperation. IT and OT systems are substantially distinct
and thus their security needs are also different. IT security is mainly concerned with
confidentiality, while OT security is more focused on integrity and availability. This can
lead to security issues, which are often compounded by the lack of coordination and
integration between IT and OT systems, and by the inefficient integration of modern
and legacy technology [91]. IT and OT environments should converge and collaborate
in terms of cybersecurity. To maximise cyber resilience of the electricity system, the
cyber risk management model must take a systemic approach and incorporate the IT,
OT, and IoT environments.

• Development of a strong cybersecurity culture. Integrating cybersecurity into all as-
pects and processes is essential for the development of a strong cybersecurity culture.
It is crucial to provide cybersecurity training to employees, which can be achieved
through activities such as threat response simulations. Cybersecurity is everyone’s re-
sponsibility, and this message should be emphasised at all levels of the organisation.

• Adaptation to technologies. The ever-evolving nature of technology presents a persis-
tent difficulty in ensuring the cyber-resilience of systems. However, this technological
advance is also beneficial. For instance, ML and AI algorithms can help to detect cy-
berattacks and enable proactive defence strategies. Furthermore, quantum computing
will revolutionise the encryption landscape [92]. It is important that all actors in the
electric sector are aware of these changes and work together to ensure the resilience of
the system.
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2.6 Conclusions

The digitalisation of the electricity distribution sector can provide several benefits to the
operation of distribution grids, but also pose some challenges.

Digitalisation will affect the organisational model of DSOs, requiring the development of
a strong digital culture and leadership, the attraction of digital talent, and the implementation
of new ways of working. The emergence of prosumers and the increasing connection of
DER could require the development of mechanisms for the provision of system services,
such as congestion management, to efficiently operate the distribution grid without requiring
costly grid upgrades. Furthermore, the deployment of sensors and actuators, widespread
connectivity, and high-capacity data processing technologies will have a positive effect on
operation and asset management. It will also have an impact at the sector level (systemic
impact), due to the high level of interconnection of the actors in the power sector, requiring
more collaboration and cooperation of these in the digitalisation process.

In addition to the impact of digitalisation along the value chain of DSOs, this chapter
has provided an overview of how key technologies can optimise core processes and asset
management activities.

On the one hand, many technologies are currently being progressively implemented by
DSOs. IoT in combination with Big Data, AI, and cloud computing, would have an impact
on most of the main DSO activities involving planning, monitoring, operation, and mainte-
nance; while inspection and immersive technologies were identified to play a relevant role in
improving the productivity of field tasks and maintenance.

On the other hand, more disruptive technologies, such as digital twins or blockchain,
need further development and testing. Digital twins can constitute a significant advancement
towards smarter grids, although their connection with the physical world is one of their main
challenges to address. Regarding the blockchain, its use by DSOs would be carried out
through very specific use cases; most of its applications focus on energy trading, which is
usually outside the competence of these entities.

Additionally, the main challenges that arise as a consequence of digitalisation were dis-
cussed. Digitalisation of distribution grids, to be cost effective, will require highly scalable
and replicable solutions from both the functional and the ICT perspective. How to perform
such scalability and replicability analysis for ICT is discussed in Chapter 4. The wide range
of alternative technologies will require a detailed analysis of which is the best option for
specific use cases. To be able to choose the best technological option, DSO employees will
have to be updated with the new trends and receive the proper training; this may raise some
resistance to change. In addition to this, DSOs should also know how digitalised their current
grid is (Chapter 3), so that the digitalisation process can be more effective technically and
economically.
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At the level of the electric power sector, the different entities will need to increase the
interoperability of their systems and platforms. This is the first step to develop better colla-
boration and coordination schemes that minimise the risk of the cascading effect of failures
or cyberattacks, and that allow for the implementation of new use cases. For this, clear roles
and responsibilities regarding data should be defined, and more collaborative work on the
development of common information models is needed. The standards that can be used for
TSO-DSO data exchange are discussed in Chapter 6.

Finally, probably one of the greatest challenges of digitalisation is cybersecurity. Digitali-
sation expands the attack surface, and the large volume of data involved makes it challeng-
ing to manage them with the proper level of security and privacy. IoT devices of consumers
could be compromised to cause blackouts in the power system (for example, MaDIoT attacks,
whose impact is analysed in Chapter 5). These attacks could also involve control devices of
DER, which present several vulnerabilities. Although some regulation has been developed
in Europe, DSOs will need to go further when adopting security measures, as threats may
evolver faster than the normative. For this, DSOs should develop and implement defence in
depth and end-to-end cyber-resilience strategies, improve the integration and cooperation of
the IT and OT deployed, promote a strong cybersecurity culture, and take advantage of the
new technologies, such as AI, to improve their cybersecurity.
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Chapter 3

Indicators of the digitalisation of
distribution grids

3.1 Introduction

In Europe, the distribution of electricity is regulated: a National Regulatory Authority (NRA)
defines the remuneration scheme for DSOs, including incentives and penalties, based on as-
pects such as quality of service, CAPEX, OPEX, etc. However, the increasing digitalisation
of distribution grids towards the development of smarter, more reliable, electricity grids, to-
gether with the objectives of higher energy efficiency and penetration of renewables, are
requiring the evaluation of how ”smart” the grid is becoming, or needs to become, for the
ultimate achievement of these objectives.

In the last decade, there has been an increasing interest in defining key performance indi-
cators (KPIs) to be used in the evaluation of the ”smartness” of the grid [93], [94], its relia-
bility [95], its continuity of supply [96], the performance of smart grid projects [97]–[99], the
situational awareness effects [100], and the evaluation of flexibility markets in distribution
systems [101].

In Europe, this interest was reflected in Directive 2019/944 of the European Parliament
[4], which establishes in Article 59.1 that the NRAs shall evaluate how DSOs perform regarding
the development of a smart grid that allows higher levels of energy efficiency and renewable
energy; this evaluation should be based on a set of indicators and published in a periodic re-
port with some recommendations. In this sense, the EU Action Plan ”Digitalising the energy
system” [2] set the intention of the European Commission to ensure an appropriate regulatory
framework and to support the work of defining common smart grid indicators so that NRAs
can monitor smart and digital investments. Indicators must be defined by NRAs in a consul-
tation process with the DSOs to check the feasibility of the implementation and reduce the
regulatory risk of lack of data to compute them.
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In general, the existing literature about smart grid Key Performance Indicator (KPI) [93],
[94], [97], [102] covers almost all the aspects that can be expected in a smart grid. However,
most of them focus on the performance of the grid and not on the evaluation of the means and
infrastructure implemented that drive that performance, which at this moment is becoming
reliant on digitalisation. They do not offer a comprehensive perspective on the extent of
digitalisation in DSOs nor facilitate a fair comparison in this regard. A more digitalised grid
does not necessarily mean a better or ”smarter” grid. Indicators that focus exclusively on the
digitalisation of electricity distribution grids are needed to be able to draw solid conclusions
about the impact of digitalisation in distribution grids, to have the possibility of assessing the
cause-effect relation between digitalisation investments and grid performance, to improve the
ability to integrate new resources, and to measure and compare the digitalisation efforts of
DSOs in a clear and objective way, regardless of their size.

This chapter proposes a set of indicators specifically orientated to measure the digitali-
sation of distribution systems to assess the digital capabilities and infrastructure put in place
to achieve the grid performance levels. These indicators were externally reviewed in terms
of feasibility and potential available data by three subject matter experts from three Spanish
DSOs, in their personal capacity (not as DSO representatives).

Since this work is the result of collaboration with EU DSOs, and the EU Directive
2019/944 has created the need for smart grid indicators in Europe, the target area of this chap-
ter is Europe, although all the proposed indicators would be applicable to a non-European
distribution utility, as they are use case and regulatory agnostic.

Instead of using categories related to the operation of smart grids, the indicators in this
chapter are classified according to the pillars of digitalisation of distribution grids presented in
Chapter 2. These indicators, in contrast to most KPIs in the literature, are aimed at evaluating
the digitalisation measures and infrastructures implemented by DSOs, and not the resulting
performance of smart grids and demonstrations’ success.

This chapter is organised as follows. First, a benchmark of the indicators proposed in the
state-of-the-art is provided in Section 3.2. Section 3.3 describes the key indicators proposed
for the measurement of digitalisation of power grids. These indicators are classified based
on the pillars for digitalisation, including digital culture. Section 3.4 discusses the usefulness
and advantages of these indicators for DSOs and NRAs. Finally, the main conclusions are
drawn at the end of the chapter.

3.2 State-of-the-art of Smart Grid indicators

There are different proposals of indicators to measure multiple aspects of electricity distri-
bution networks. In addition to academia [93], various organisations have made significant
efforts to promote digitalisation. These include the Joint Research Center (JRC) of the Euro-
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pean Commission through its DSO Observatory [103], [104], DSO associations [102], EU-
funded projects [105] and, outside Europe, by the U.S. Department of Energy [106], [107]
and SP Group [94]. This section provides a comparison of these references, which repre-
sent different points in time, and emphasises the rationale behind the digitalisation indicators
proposed in the following sections of this chapter.

Table 3.1 quantitatively compares how many indicators are proposed by the main previous
work and how many categories or dimensions are used by them to organise the indicators. It
shows that the number of categories is approximately the same, in the range of 6-8, whereas
the number of indicators significantly varies. On the other hand, the 16 digitalisation indica-
tors proposed in this chapter are organised in four categories.

Table (3.2) outlines the various categories that have been used in the literature, summa-
rising their scope. Digitalisation is a factor that is applicable to all of these categories.

Starting with the one that defines the lowest number of indicators, SP Group [94] provides
a unique ”Smart Grid index” to measure the ”smartness” of distribution grids that is calculated
based on seven ”dimensions” or categories. Although it can be assumed that these dimensions
are assessed based on multiple indicators, [94] does not enumerate them and just presents
the final index. Despite authors in [94] state that all the information used to calculate the
index was extracted from public sources, there is lack of transparency on how the different
dimensions are measured, how the final index is calculated based on these, and which public
sources of information were used. In addition to this, one single index may be useful to
benchmark DSOs at a high level, but it does not provide enough information on what can
be specifically improved by DSOs, which are the differences between them, or if they need
further investments on digital technologies. This can also be misleading; as this ”smartness”
is expressed as a percentage, it would be difficult to interpret a 100% score and if that would
mean that there would not be margin to improve.

The report of the Office of Electricity Delivery and Energy Reliability of the U.S De-
partment of Energy [106] presents 134 metrics to measure the implementation progress of
the Smart Grid from an industry perspective. These metrics were identified, discussed, and
evaluated in terms of relevance by more than 140 experts in the field. The metrics in [106]
are not exclusively focused on DSOs; they also consider other stakeholders in the electricity
distribution field (e.g., smart grid startup companies, customers, etc.). The application of
these metrics would raise some issues: first, many of the metrics present significant uncer-
tainties regarding data availability, how they would be measured, and their usefulness to the
analysis, such as Number of products with end-to-end interoperability certification, Number
of new standards, or Number of households with home area network; second, the number of
metrics is very high, they involve different stakeholders, and many of them are difficult to
measure. The data collection process from all stakeholders would require a very significant
effort, which would have to be considered when defining a final set of KPIs.
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Table 3.1: Number of indicators and categories per reference, and their main objective and
characteristics.

Reference
No. of

categories
No. of

indicators
Objective

Main
characteristics

Dupont et al.
[93]

6 59

Evaluate the ”smartness” of
the grid, including indicators

related to information
exchange, advanced sensors,

and other digital
infrastructure.

Output indicators.
Not only involves

DSOs. Some depend
on size of utility.

SP Group
[94]

7 1
Measure the ”smartness” of

distribution grids with a
single index.

Output indicators.
Difficult to interpret

the single index.

DSO
associations

[102]
8 58

Assess the performance of
smart grids through 8 KPIs

and 58 indicators.

Mainly output
indicators, difficult to

interpret (complex
formulas).

Fotopoulou
et al. [105]

4 23
Performance assessment of

smart grids.

Output indicators.
Some are difficult to

measure.

EU JRC
DSO

Observatory
[103], [104]

6 48
Technical characteristics and

performance of European
DSOs.

Input indicators not
focused on digital

infrastructure. Some
depend on size of

utility

U.S.
Department
of Energy

[106]

7 134

Measure the progress towards
the smart grid considering

different stakeholders in the
electric sector.

Mainly output
indicators. Not only

involves DSOs.
Difficult to measure.

U.S.
Department
of Energy

[107]

21 38
Measure the progress towards

the smart grid.

Mostly output, but
also input indicators.
Some depend on size

of utility.

This chapter 4 16

Measure the digitalisation
level of electricity

distribution grids, supporting
EU Directive 2019/944

Input indicators
focused on

digitalisation,
independent of

technology and size
of the utility. No

complex formulas.
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As a continuation of the previous report, the Pacific Northwest National Laboratory elab-
orated the Smart Grid Status and Metrics Report [107] for the U.S. Department of Energy. It
makes the distinction between ”build metrics”, that describe attributes that support the smart
grid, and ”value metrics”, that describes the value of an outcome of a smart grid. It consid-
ers 21 metrics with a total of 38 sub-metrics, discussing deployment trends, projections, and
recommendations for the future. Despite some of these indicators evaluate digitalisation as
an input (e.g., Percentage of substations with automation), the majority aim to assess perfor-
mance (output) and some of them are based on absolute numbers and not percentages, making
it difficult to compare DSOs of different sizes (e.g., metrics such as Number of microgrids in
operation, Total number of advanced measurement devices or Number of meters planned or
installed ).

The DSO Observatory of the EU JRC [103] measures 48 indicators that provide a very de-
tailed view on the technical characteristics and performance of DSOs in Europe, but without
focusing on the digital capabilities and infrastructure. It shows the great amount of technical
information that can be provided by DSOs. However, most of these indicators only provide a
general view of the characteristics of the distribution network and are dependent on the size
of the DSO. Indicators such as the total km of network lines per voltage level, the total num-
ber of connection points, or the percentage of PV installations connected per voltage level
provide information on the electrical infrastructure but they cannot be used to objectively
compare DSOs of different sizes between them. For example, a large distribution network
would have more kilometres of lines, more connection points and, probably, more distributed
PVs per voltage level than a small one and, despite this, it would not necessarily mean that
the larger distribution network is ”smarter”.

Dupont et al. [93] propose 59 key performance indicators to assess the ”smartness” of a
smart grid, including some indicators related to information exchange, advanced sensors, and
other digital infrastructure. Some of these indicators also involve other stakeholders apart
from DSOs (e.g., Number of customers served by ESCO’s, Flexibility that aggregators can
offer to other market players, etc.) and, as in [103], others would not provide an objec-
tive comparison of DSOs (e.g., Number of microgrids in operation, Number of EV charging
points, etc.).

Fotopoulou et al. [105] propose 23 indicators for system operators to assess the perfor-
mance of smart grids. These indicators are divided into four categories: technical, environ-
mental, social, and platform engineering indicators. Technical indicators comprise mainly
quality of service indicators, such as Technical losses, Voltage deviation, or Harmonic dis-
tortion; Environmental indicators focus on indicators such as Direct CO2 emissions; The
social indicator proposed aims to measure the Adoption/acceptance of proposed strategies;
and the last category, the platform engineering indicators, aims to evaluate the performance
of the software and algorithms implemented based on different aspects, such as Average CPU
usage, User interface friendliness, or Tool accuracy. The indicators in this last category, al-
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though strongly related to digitalisation, are mainly focused on the performance (output) of
implemented digital elements (software, algorithms) and not the degree of implementation of
such elements (input). In addition to this, it would be difficult to measure this category for all
the processes of a DSO.

Finally, DSO associations [102] propose 58 indicators that are involved in the calculation
of eight key performance indicators. The descriptions of the indicators are not very detailed,
just providing some high-level examples of how they could be measured. An indicator that
exemplifies this well is indicator 3.2 Grid Reconfiguration, where the following example to
measure it was given: ”Effectiveness in fault prevention (with respect to a baseline) weighted
according to the relevance of the area”. This definition poses multiple questions: Who de-
fines the baseline? Is it the same for everyDSO? What method is used to assign weights?
Is there a standard methodology to assess the relevance of an area? In addition to this, the
weights applied to each indicator for the calculation of the eightKPIs are not specified, so
their adequacy and interpretation once calculated are unknown.

As Table 3.2 shows, previous works mainly focused on the performance and expected
outcomes of a smart grid; aspects such as DER penetration and integration, system reliabil-
ity, and additional products, services, and markets, are considered by most references. What
all the categories or dimensions have in common is that they are being currently addressed
through the digitalisation of the network, but they do not provide simple and specific indica-
tors to measure this digitalisation. They may provide an overview of how much a distribution
network resembles a smart grid, but lack detailed information on how this performance or
”smartness” is achieved. Not all indicators may be used to effectively and objectively com-
pare different distribution networks between them, and, when it is possible, the comparison
would just provide a benchmark of distribution networks and the objectives to achieve, but
without really assessing what infrastructure would be needed. With the high investment in
digitalisation of distribution networks that is taking place in recent years, this becomes es-
sential to efficiently achieve a smart grid; it would not make sense to increase the deployment
of technologies at the electricity distribution level if it would not improve the performance,
resilience or reliability of the grid.

Therefore, a set of indicators that allow the assessment of the level of digitalisation of
distribution networks is needed to complement the indicators proposed in the literature, fill
the information gap regarding which are the digitalisation inputs, and expand their potential
usefulness for both the DSOs and NRAs. The indicators proposed in the following section
would contribute to this by:

• Focusing on measuring the digital infrastructure and capabilities of a DSO (input),
at different levels, that may have an impact on performance metrics (output) such as
quality of service, reliability, energy equity indicators, etc. Therefore, these indicators
are conceived to be analysed together with performance indicators. This way, NRAs
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would find it easier to provide recommendations to comply with article 59.1 of EU
Directive 2019/944.

• Being independent of the size of the DSO evaluated, so they would allow a more ob-
jective comparison between networks.

• Being simple and clearly defined, most of them as percentages, without involving com-
plex formulas or weight-assignment methods.

• Including 12 new indicators (of 16) that have not been defined previously in the litera-
ture or whose scope is more specific than existing ones.

• Considering indicators related to the digital culture of the DSO, which, as commented
in Chapter 2, is essential to fully leverage smart grid solutions.

• Being ”affordable”, in terms of effort, for DSOs. The proposed indicators have been
qualitatively validated by three experts from Spanish DSOs. As mentioned above, [103]
also shows that a significant amount of information can be provided by DSOs.

Table 3.2: Benchmarking of main smart grid indicators in the literature

[103] [94] [93] [106] [102] [105] [107]

DER penetration and integration X X X X - - X
Additional products, services, and markets X - X X X - X
DSO-TSO coordination X - - - X - X
Monitoring and control X X - - X - X
Grid management tools X - - - X - -
System reliability X X X X - - X
Data analytics - X - - - - -
Security - X - X - - X
Customer empowerment - X X X - - X
Asset optimisation - - X X X - X
Quality of Service - - X X - X X
Grid planning - - - - X - -
Data access - - - - X - -
Environment - - - - - X -
Economic - - - - - X X
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Table 3.3: Indicators to evaluate the digitalisation of power distribution grids
Category Indicator

A. Sensors and actuators

A1. % of nominal consumption power with smart meters deployed
A2. % of primary substations and % of secondary substations with automation and remote control
A3. % of remote control devices outside primary and secondary substations per voltage level (MV and LV)
A4. % of nominal power corresponding to LV feeders that are monitored online
A5. % of transformers that are remotely monitored

B. Connectivity
B1. % of primary substations and % of secondary substations with broadband communications and % of nominal power that they represent
B2. % of DER that establish communications with the distribution network and % of nominal power that they represent

C. Data processing
C1. % of network observable per voltage level (MV and LV) through state estimation
C2. % of information that is available in real-time/semi-real-time
C3. % of network assets with digital twins

D. Digital culture

D1. Existence of a digitalisation plan and responsible people
D2. % of employees and field workers that have completed internal training courses in digital technologies and cybersecurity in the last three
years and % of employees currently enrolled in training courses.
D3. % of field workers with access to documentation through connected devices
D4. % of the distribution network documentation that is accessible digitally
D5. Availability of a digital platform for consulting and carrying out procedures for users
D6. % of network users registered in the metering data app and, with respect to this, % that are active users per month

3.3 Key indicators of digitalisation

Given the four key pillars of digitalisation introduced in Chapter 2 (Section 2.2), the proposed
KPIs are classified based on these: sensors and actuators; connectivity; data processing; and
digital culture indicators.

The indicators for each group are presented in Table 3.3 and briefly described and dis-
cussed in the following subsections. To offer a fair comparison betweenDSOs of different
sizes, most indicators are expressed as a percentage. It is highlighted that, as the purpose of
these indicators is to measure digitalisation and not directly performance, high percentages
would not necessarily mean high performance or cost effectiveness. Further analysis could
study how different levels of digitalisation measured through the proposed digitalisation in-
dicators correlate or explain the improvements on utility’s performance measured through
performance indicators.

To be effectively interpreted, these digitalisation indicators will need a prior characteri-
sation of the distribution network (type of area, voltage levels, etc.), since the digitalisation
needs may be different. For example, the requirements and connectivity necessities for a ru-
ral electricity network and for a urban one would not be the same, so they cannot be directly
compared. It should also be noted that these terms (i.e., rural, urban) may have a different
meaning depending on the sector (ICT or electricity),DSO, or country. In Europe, a common
nomenclature is still needed for the electricity and ICT sectors.

3.3.1 Sensors and actuators indicators

The indicators in this group aim to measure the digitalisation of the distribution system in
terms of the deployment of sensors and actuators. These devices allow a faster, more auto-
mated, and more sustainable operation of the network.
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A1 % of nominal consumption power with smart meters deployed. The deployment of
smart meters allow users to measure their consumption accurately and remotely, and to
modify their consumption and contracted power (if applicable) to adapt it to prices and
actual use of the network. At the same time, smart meters also protect users against
overloads. In addition to this, the DSO can use smart meter data to quickly and easily
detect and locate supply interruptions, considerably improving the quality of service.
This indicator can be divided into two parts: % of residential power with smart meters,
and % of commercial and industrial power with smart meters.

A2 % of primary substations and % of secondary substations with with automation
and remote control. The number of operators in charge of a power distribution area
is limited and a maintenance crew is not always close to the location of the break-
down. This indicator, together with the following one, measures if, and to what extent,
theDSO is able to remotely reconfigure the network and restore the service, by acting
automatically or manually on the devices deployed from the control center.

A3 % of remote control devices outside primary and secondary substations per volt-
age level (MV and LV). To operate the network safely, it is necessary to install devices
(e.g., switches and voltage control devices) at certain points of the network and not only
in the primary and secondary substations. These devices enable the DSO to perform
actions remotely and reduce downtime of the supply.

A4 % of nominal power corresponding to LV feeders that are monitored online. Mon-
itoring LV distribution power lines can be key to improve network operation and relia-
bility.

A5 % of transformers that are remotely monitored. Transformers are critical equipment
that are in constant operation and that require a high initial investment. Having sensors
that measure critical parameters of this equipment, such as oil temperature [108] and
vibrations [109], can help to predict and, mainly, prevent failures before they occur
through proper maintenance. In addition to ensuring the security of the distribution
network and electricity supply, this can also lead to an extension of the useful life
of transformers. This indicator could also be distinguished between transformers in
primary substations and transformers in secondary substations.

3.3.2 Connectivity indicators

To support the deployment of sensors and actuators in the network, the control centers of
DSOs must have the necessary communications infrastructure to securely send control com-
mands and receive monitoring data. The faster and more distributed these communications,
the more secure the electricity supply will be.

39



3 – Indicators of the digitalisation of distribution grids

Therefore, two of the indicators in this section are related to the presence of broadband
connectivity. What is considered broadband depends significantly on the technology used. In
general, a broadband connection can be considered when the speed offered is higher than the
offered by narrowband technologies such as narrowband power line communications (500
kbps) [110].

B1 % of primary substations and % of secondary substations with broadband communica-
tions and % of nominal power that they represent. Although, currently, it is not
necessary to have broadband communications in all the substations and distribution
transformers, this is something to consider in the coming years with the increasing
connection of devices to the grid. With a broadband communication infrastructure,
DSOs will be able to manage not only the devices deployed by themselves, but also
all the energy management and generation/storage devices installed by users in the
near future. Communications closer to real-time between control centers and primary
substations and secondary substations (next indicator) will allow the DSO to increase
its knowledge about the status of its network and will help to increase the number of
possible functionalities and services for user participation and consumption.

B2 % of DER that establish communications with the distribution network and %
of nominal power that they represent. This indicator refers to all the DER that es-
tablish communication with the DSO it in order to coordinate their actions for the
safe and efficient operation of the network (e.g., providing services to the DSO). For
example, Home Energy Management Systems (HEMS), Battery Management System
(BMS), communications for EV charging infrastructure, generators or storage for self-
consumption, etc. The existence of this communication gives users the possibility of
having an active role in the electricity system if they wish.

3.3.3 Data Processing indicators

These indicators are related to the processing of the data generated by sensors, which were
transmitted using connectivity capabilities and then translated into specific functionalities.
Despite some additional indicators related to the amount of data processed (e.g., volume of
information processed versus the volume of information collected during a period; number of
uses cases based on advanced analytic) could be added, these have eventually been discarded
due to the complexity of accurately and fairly measuring them from a practical point of view.
The decision was made to give more importance to the applicability and measurement poten-
tial of the data processing indicators than to their completeness.

C1 % of network observable per voltage level (Medium Voltage (MV) and LV) through
state estimation. The electrical distribution system is incredibly extensive geographi-
cally, so it is not economically or technically feasible to have every point of the system
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monitored at every voltage level. Observable means that the DSO is able to know the
functioning of the grid by analysing the data collected (voltage, current, power, etc.)
By optimising the arrangement of sensors [111] and applying mathematical techniques
with the available data, the state of the parts of the grid that are not being directly moni-
tored can be estimated (i.e., power system state estimation) with a reduced error margin
[112].

C2 % of information that is available in real-time/semi-real-time. This indicator mea-
sures the real-time and semi-real-time data processing capabilities of the DSO: what
percentage of information within a day can be generated in less than 15 minutes from
the moment the input data was collected.

C3 % of network assets with digital twins. The prediction on the behaviour of equipment
or part of the network allows optimising the operation and making better decisions.
This is can be done through the so-called ”digital twins”, introduced in Chapter 2,
which can be understood as highly detailed models that replicate the functioning of
physical systems to analyse, optimise, and manage them [45].

3.3.4 Indicators of digital culture

A highly digitalised distribution network cannot be properly leveraged if the people who inter-
act with it (e.g., for planning, operation, or maintenance activities) do not have the necessary
training and resources. Consequently, we foresee the following indicators regarding Digital
Culture.

D1 Existence of a digitalisation plan and responsible people. The existence of a plan
within the DSO to digitalise the distribution network implies that it has not only studied
the weak points and aspects to improve the network, but also that the DSO is aware of
the potential functionalities and services that users willing to participate actively could
demand.

D2 % of employees and field workers that have completed internal training courses
in digital technologies and cybersecurity in the last three years and % of employ-
ees currently enrolled in training courses. A DSO that cares about the continuous
training and learning of its employees means that it values its human resources and
knows that they constitute the basis for efficient and safe operation of the network.
This remains essential even though new personnel with digital skills is hired, as new
technologies and cyber threats are continuously emerging. That is why two indicators
related to internal training are proposed: on the one hand, the % of employees who
have taken a course related to digitalisation (technologies, digital skills, cybersecurity,
etc.) in the last three years, to obtain information on the training received by staff in this
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period, and, on the other hand, the % of employees who are currently taking a course,
with the aim of having an overview of continuous training at a given time.

D3 % of field workers with access to documentation through connected devices. If
technicians and maintenance crews can access all the information needed through a
laptop, tablet or mobile phone, they will be much more agile and efficient in performing
tasks than if they have to carry up-to-date papers and notebooks with the technical
specifications of devices and equipment. Furthermore, it should also be possible for
field workers not only to access this documentation but also to be able to edit it when
finding inconsistencies with respect to reality.

D4 % of the distribution network documentation that is accessible digitally. In rela-
tion to the previous indicator, it is important that, apart from the operators deploying
connected devices, the information needs to be available in digital format. This could
be an indicator difficult to measure in certain cases. Alternatively, it could be estimated
by consulting field workers about their use of documentation in digital format in their
tasks.

D5 Availability of a digital platform for consulting and carrying out procedures for
users. When users have the possibility to interact with DSOs easily and online, the
barriers to their active participation are significantly reduced. It also helps to improve
DSO’s customer service and response time to incidents notified by users. This is a
binary indicator: if the DSO does not have said platform, it would be 0, and 1 if it is
available.

D6 % of network users who are registered in the metering data application and, with
respect to this, % that are active users per month. The first step towards an active
participation of users in the distribution network is that they show interest in their own
electricity consumption. It could be considered active users those unique users who
have accessed the application at least once in a month.

3.4 Applicability

The advantages and applications of the proposed indicators are numerous.
First, these indicators do not require a huge amount of input information and complex

calculations in contrast with when measuring smart grid performance indicators: they are
related to the digital infrastructure of the grid and not its resulting performance. For exam-
ple, in [102], KPIs’ formulas involve calculating different weights for the addends/summands,
whereas the digitalisation indicators presented in this document are mostly percentages, much
easier to calculate. Since the remuneration of DSOs is regulated, they carry out the account-
ability of network investments and maintain an inventory of the assets installed at primary
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and secondary substations. Indicators such as ”A5. % of nominal power corresponding to
LV feeders that are monitored online” could be extracted by the DSO from already-available
information. Other, such as ”A1. % of nominal consumption power with smart meters de-
ployed” and ”A2. % of primary substations and % of secondary substations with automation
and remote control” are already measured [103], [113]. Therefore, the process of measuring
the proposed indicators would not be very time consuming.

Second, contrary to performance indicators, the measurement of these digitalisation indi-
cators do not seek the maximisation of digitalisation but the optimisation of digitalisation. It
may not be necessary to digitalise each and every point of distribution grids to achieve a good
operation; once a certain digitalisation level is achieved, the marginal benefit (in operation,
quality of service, reliability improvement of the grid, etc.) of implementing a specific digital
technology may be lower than its cost.

Third, the proposed indicators have been categorised according to the pillars of digitali-
sation of power distribution grids and they are use-case-agnostic. Any smart grid solution
would be related to, at least, one of these pillars. As mentioned in Chapter 2 (section 2.2),
a significant development in one category (i.e., pillar of digitalisation) would typically re-
quire a similar improvement in at least another category. Therefore, to fully leverage these
indicators, every category should be analysed considering the others.

Fourth, the proposed indicators were reviewed by three subject-matter experts and prac-
titioners from three Spanish DSOs who provided feedback in their personal capacity and not
as DSO representatives. The consulted experts significantly appreciated the necessity for in-
dicators that measure the digitalisation of DSOs. They considered that data availability, in
principle, would not be a problem to implement the proposed indicators, and positively val-
ued their feasibility, highlighting the realism of the outcomes that could be expected from
these.

And last but not least, the digitalisation indicators proposed here are in line with the
recommendations of the DSO Observatory, an initiative supported by the European JRC that
monitors how DSOs are evolving to foster the energy transition [103]. The DSO Observatory
recommends following an European-wide approach to collect DSO technical data, and to
research, at a policy level, on the adequacy of grid digitalisation versus grid expansion. The
proposed indicators would provide more information on the digitalisation characteristics of
DSOs that could be measured with different objectives that can be of great interest for NRAs
and DSOs: A) to get a overview of the distribution system, B) to determine the relation
between performance and digital infrastructure. These objectives are discussed below.

3.4.1 Overview of the distribution grid

By measuring the proposed indicators, the current state of the digital infrastructure of the grid
could be summarised.
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Sensors and actuators indicators provide information on how large the control and mon-
itoring infrastructure in the field is. The larger this infrastructure is, the smarter the grid can
become. With the increasing deployment of acder and new energy services, the distribution
grid will require a wider range of actions and more information to guarantee the reliability of
the grid.

Connectivity indicators show the level of readiness of the grid to communicate in a fast
and reliable way, not only with sensors and actuators already deployed, but with new devices
that may be installed in the future by the DSO or third parties.

Data processing indicators provide an idea of how good the DSO processes data and how
the data of the sensors and actuators are used to ensure efficient and safe operation of the
grid. For this category, it is extremely important to consider the two previous categories to
obtain relevant good insights. If the scores in sensors and actuators, and connectivity are
acceptable, but the scores for data processing are low (e.g., low observability of the grid), the
DSO should improve its capacity to process grid data, so that the sensors and communication
infrastructure can be better leveraged.

Digital culture indicators, despite being related to the corporate level of a DSO, show
if the digitalisation of the distribution network is accompanied by the development of the
digital capabilities of the DSO’s personnel and customers. High scores in this category would
show that employees and customers may find fewer difficulties and resistance to change when
implementing new smart grid solutions and services.

3.4.2 Relation between performance and digital infrastructure

The full digitalisation of the distribution network may not be necessary to maintain an ex-
cellent performance and quality of service. In fact, digitalisation increases the cyber security
risk and, over certain levels, performance may not improve. For example, the reliability of
MV grids, regardless of the topology, does not increase significantly for automation degrees
greater than 20-30% [114]. Whether the added value of a specific digitalisation investment is
higher than its cyber security risk is something that should be evaluated case by case.

By measuring the digitalisation of different distribution grids, the relation between grid
performance and digitalisation may be observed and leveraged to keep cost-effectiveness,
avoiding overinvestments. It would also help to know if the areas that are being digitalised
are those which require it the most. Large DSOs could carry out comparisons between their
distribution zones with different levels of digitalisation and energy services and determine to
what extent the digital infrastructure influences grid performance so that new investments can
be better planned.

NRAs could also benefit from this. By measuring the proposed indicators in addition to
performance indicators for all the DSOs, the NRA may get a clear view of which digitalisation
indicators need to be developed in order to improve performance. With these insights, NRAs
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could identify clusters of DSOs with similar digitalisation conditions and provide ad hoc
recommendations or even design new regulatory schemes to promote specific investments
that are shown to have a positive influence on grid performance.

3.5 Conclusions

So far, existing KPIs have focused on the performance and quality of service aspects of
smart grids. However, nowadays, the main approach followed by DSOs to improve their
performance indicators is the digitalisation of the grid and its processes. The set of indicators
proposed in this chapter, specifically focused on digitalisation and not on performance, aims
to answer the need of measuring the digitalisation level of distribution grids and to become a
mean to determine which digital capabilities are driving the performance levels measured.

The proposed indicators are in consonance with the JRC DSO Observatory’s recommen-
dations to measure the digitalisation of DSOs and to facilitate the comparison of international
experiences and best practices. They are agnostic to use cases, do not require a large amount
of information, and could be leveraged by both NRAs and DSOs to get a complete view of
the level of digitalisation of distribution grids and to identify cause-effect relations between
performance and digital infrastructure.

The extensive use of these indicators among DSOs and NRAs could open new synergies.
DSOs would be able to take advantage of other DSOs’ experiences when considering different
digitalisation alternatives and when estimating the success of innovative smart grid solutions.
At the same time, NRAs would be better positioned to promote or discourage certain digitali-
sation investments. However, these benefits would only be experienced if regulators promote
the adoption of the proposed digitalisation indicators, standardise the related data collec-
tion process, and disseminate their results, so that different experiences and learnings can be
shared. This collaboration between stakeholders could improve the digitalisation process of
distribution grids to better address the challenges of the Energy Transition.
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Chapter 4

Scalability and Replicability Analysis of
ICT in Smart Grids

4.1 Introduction

In the process of digitalisation of electricity distribution grids to smart grids, some solu-
tions based on ICT will inevitably add more value than others. The digitalisation indica-
tors presented in the previous chapter, when analysed together with performance indicators,
could help identify those digitalisation investments with greater impact. However, to make
this digitalisation more efficient and cost-effective, the ICT involved in smart grid solutions
should be highly scalable and replicable.

To assess this, a SRA has to be performed. The purpose of a SRA is to detect any potential
impediments and limitations that could prevent the solution from being just a one-off local
demonstration [5].

The scalability and replicability of smart grid solutions are influenced by technical, eco-
nomic, regulatory, and stakeholder acceptance factors [5], [115]. In various European projects,
technical SRAs have focused on the impact on the power system, calculating indicators such
as the decrease in network losses or the hosting capacity [116]. However, the ICT infras-
tructure used is also an important factor in the scalability of smart grids [7], as it can impose
constraints on the scalability and replicability of the smart grid use case. For example, [116]
shows that the reliability of MV grids, regardless of the topology, does not increase signifi-
cantly for automation degrees higher than 20-30%; however, it may not be possible for the
ICT used to match such scalability levels, or may depend on factors such as the topology or
area to cover. Therefore, to gain a complete understanding of the technical scalability and
replicability of a smart grid solution, the ICT part is essential to reduce the risk of having to
upgrade the infrastructure in the near future.

Despite the fact that scalability and replicability concepts have already been applied to



4.1 – Introduction

ICTs in other fields, mainly to computer applications and operating systems [117], there are
no clear guidelines for their application in a smart grid context. This lack of clarity leads to
non-homogeneous analyses, which in turn affects the conclusions drawn.

The BRIDGE initiative at the European level provides high-level instructions, based on
the SGAM [118], to perform a SRA regardless of the layer/dimension considered [119].
Nevertheless, [119] points out that more precise instructions and techniques can be created
for each layer or kind of technology.

Also within the BRIDGE initiative, [120] has proposed a SRA methodology for smart grid
projects. This methodology involves the identification of Key Exploitable Results (KERs) for
each SGAM layer, with the aim of evaluating scalability and replicability as two overall in-
dexes for each Key Explotable Result (KER). In terms of ICT, [120] suggests evaluating the
use of open technology, standards, and communication protocols, as well as the interoperabil-
ity of the systems, to determine if they can be replicated. To evaluate scalability, it is proposed
to determine whether additional resources based on open standards would be necessary to ex-
pand the system. However, it is not clear how to carry out this mainly qualitative assessment
and how to calculate and interpret the proposed scalability and replicability indices for ICT
systems in smart grids.

Therefore, the execution of an ICT SRA can be challenging due to the absence of a well-
defined approach and the wide range of factors to consider. This makes it difficult to ensure
that the analysis yields the most useful insights.

Consequently, this chapter provides a common methodology for quantitative ICT SRAs so
that the outcomes of such studies can be as beneficial as possible. For this, the concept of ICT
SRA map is introduced in this thesis as a novel way of summarising SRA results, constituting
a tool to determine the potential scalability and replicability of smart grid ICT systems, so
that each future implementation does not have to reinvent the wheel. This methodology is
validated and exemplified by applying it to two real case studies (one using wired technology
and another one using wireless technology) from the EU-funded RESPONSE project.

This chapter is structured as follows. First, the state-of-the-art of ICT SRA is introduced
in Section 4.2, including definitions and dimensions of scalability and replicability (4.2.1),
the literature review (4.2.2), and the main trends and gaps identifed (4.2.3). Then, Section 4.3
describes the methodology developed to perform ICT SRA in smart grids. This is followed
by the application of the methodology to two case studies in Section 4.4. Finally, in Section
4.5 the main conclusions are drawn.
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4.2 Scalability and replicability: state-of-the-art

4.2.1 Definitions and dimensions

In general terms, the scalability of a system can be defined as its ability to increase its size,
scope, or range; while replicability can be understood as the ability of a system to be imple-
mented at a different location or time [116]. An SRA is the evaluation of these two concepts
for a specific system or use case.

Scalability

A discussion is still open on whether the scalability and performance evaluations of ICT
systems are two different things. Reference [121] considered them two different types of re-
search, giving the scalability analysis more relevance. In some cases, scalability is considered
just a characteristic of the system [122], [123] or a qualitative requirement [124]–[126].

On the other hand, it is true that scalability and performance are deeply related [117],
[127]. Ultimately, a quantitative scalability analysis always constitutes a performance eval-
uation of a scaled-up version of the system. However, the opposite is not always true. A
performance evaluation can be done without obtaining scalability insights; just to design the
system for specific operation conditions.

Two general dimensions for the scalability of smart grid systems are differentiated in
[116]: the scalability in size, when the system covers a larger area; and scalability in density,
when parameters such as the number of elements involved are varied.

Focused on ICT, [117] defines different types of scalability for operating systems and
local area networks:

• Load scalability: if the system works well with light and heavy workloads.

• Space scalability: if memory limits are not exceeded when increasing the number of
elements in the system.

• Space-time scalability, if the system works well while significantly increasing the num-
ber of elements.

• Structural scalability: if the standards implemented do not constrain the system.

• Distance scalability: if the system works well with short and long distances

• Speed/distance scalability, if the system works well with short and long distances re-
gardless of the speed required.

Figure 4.1 combines the scalability types defined by [116] and [117], providing the com-
plete picture of ICT scalability.
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Figure 4.1: Types and subtypes of ICT scalability based on [116], [117].

Replicability

Regarding replicability, for ICT, the concept has been less explicitly assessed than scalability
by the literature.

When considering smart grid systems, two dimensions were differentiated by [116] in
the functional layer: intranational (that is, within the same country) and international repli-
cability. However, these two dimensions are usually not considered directly when studying
the replicability of ICT systems. For example, the ICT replicability study in [128] consists
of a qualitative evaluation of alternative protocols; in other cases, the replicability study is
understood as an evaluation of the levels of standardisation, interoperability, and network
configuration [5], [129]–[131]. Among these, the interoperability of an ICT system can be
analysed in three different SGAM layers: information, communication, and component layer.
Figure 4.2 shows how, depending on the layer considered, the scope and type of interoperabil-
ity analysed vary, distinguishing between semantic, syntactical, or technical interoperability
[132].

Spatial dimensions can be addressed quantitatively by performing ICT performance eval-
uations of scenarios where the topology and environment of the communication network
considered are similar to those found in a specific area. From a qualitative perspective,
different aspects can be evaluated. The ICT systems implemented by DSOs may vary not
only at an international level, but also at the regional level. Therefore, to easily replicate
a smart grid system from an ICT point of view, a high level of interoperability of its com-
ponents and systems is essential. In addition, the communications infrastructure in the area
should also be evaluated. In some cases, communication technologies (e.g., 5G) may not be
available and an alternative has to be used, which can be a problem if ICT components are
not compatible with the alternative; in other cases, the original smart grid system may use a
wireless protocol in a frequency band whose acquisition of a licence in another country could
significantly increase implementation costs or that is already allocated for other use [133].
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Figure 4.2: Dimensions of interoperability and related SGAM layers.

4.2.2 Literature review

In this section, previous work that has performed a scalability and / or replicability analysis of
ICTs in smart grid contexts is reviewed. Since scalability analysis also constitutes a specific
way of performance evaluation, references using the terminology ”performance evaluation”
have been included, as long as the studies comply with the characteristics of a scalability or
replicability analysis.

To better organise and promote the dissemination of knowledge and experience from
different studies that address the scalability, replicability, or performance of different ICTs,
the TICTA-C Initiative [134] has been developed. The TICTA-C Initiative makes the tax-
onomy of the literature reviewed publicly available on the Internet. The taxonomy is visu-
ally presented as a scheme and classifies each reference according to the use case it studies,
providing information related to the type of analysis performed (quantitative, qualitative, or
both), and the technologies studied. Furthermore, the metrics used in the literature are classi-
fied according to whether they are qualitative or quantitative and on whether the ICT analysed
is wired, wireless, or other. TICTA-C is conceived to be collaborative, so the taxonomy can
be expanded by submitting new references through a Web form.

Table 4.1 summarises the scope of the analysis and the quantitative metrics of the main
references reviewed.

The following subsections detail and discuss the characteristics and scope of analysis of
a number of references, divided into use cases.

A Energy Storage as a Service (ESaaS) and VPPs

References [128], [135] proposed a two-step approach to carry out an ICT scalability analy-
sis within the InteGrid project. It combined a first qualitative SGAM-based analysis to iden-
tify potential bottlenecks, with a quantitative analysis that determines the operational limits
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through simulations. Regarding replicability, the process was the same as the one followed for
the qualitative scalability analysis but comparing different ICT alternatives [128]. However,
qualitative ICT comparisons do not really provide many insights about the replicability po-
tential of a specific ICT system.

B Flexibility aggregation, ancillary services and demand response

Within the EU-funded InterFLEX project [136], the analysis performed was qualitative and
scalability-focused, not addressing replicability. It defined conceptual scenarios, including
real-time and deferred operation, and analysed them using the SGAM and information about
ICT attributes. The relevance of these attributes was previously determined through question-
naires to the stakeholders involved in the use case. The results in [136] are a set of general
recommendations and prerequisite rules to be considered when scaling up the architectures.
However, the specific ICTs implemented were not analysed, so the SRA lacks specific scala-
bility insights of the technologies implemented.

On the other hand, the EU-funded WiseGRID project [130] qualitatively analysed the
replicability of the information and communication layers of the WiseGRID ICT tools. Stan-
dardisation, interoperability, and network configuration factors were assessed at a high level
for every tool. The WiseGRID tools implemented protocols such as Message Queuing Teleme-
try Transport (MQTT), Advanced Message Queuing Protocol (AMQP), OCPP1.6 and CHAdeMO,
and the CIM. In this case, the specific ICTs were considered in the replicability analysis.

Yamada et al. [137] evaluated the scalability of an aggregator-to-consumer Wide Area
Network (WAN) Web Service communications (OpenADR and IEEE 1888 Web Services)
for fast automatic demand response. To emulate the delay of the Internet WAN, it used queu-
ing theory and communication simulation equipment, measuring the delay in completing the
aggregation of resources, since it was identified as the main bottleneck. The main disadvan-
tage of this approach is that the extrapolation (i.e., replicability) of the results obtained in
[137] can be challenging when considering other locations for the use case, as the speed of
the Internet connection can differ.

Matanza et al. [138] analysed the use of power-line communications for the transmission
of OpenADR signals for demand response. The analysis was focused on latency in several
communication environments (background and impulsive noise sources, channel attenuation,
and multipath effects), concluding that this technology would be more suitable for ”slow”
demand response programs (e.g., day-ahead) rather than real time markets.

Yaghmaee et al. [139] defined a Cloud Demand Response (CDR) model and propose
a communication model to evaluate the communications performance of both the CDR and
distributed demand response models when implementing different communication strategies
(hop-by-hop, end-to-end, and intermediate catching) in a clustered wireless mesh network.
For the analysis, it considered different cluster sizes and Bit Error Ratio (BER), which pro-
vided valuable information on the scalability and replicability of the system.
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C Grid control/monitoring

Kenner et al. [140] discussed two architectures to collect data from energy analysers: one
using the Modbus TCP/IP protocol and the other using a RESTful web service architecture.
They analysed the performance of these architectures with respect to latency, needed band-
width, and scalability. However, they just compared the performance of the two alternative
architectures without reaching the limits set by the operational requirements of the use case
and, therefore, without fully assessing the scalability potential of the technologies.

Bian et al. [141] co-simulated the power and communications network to assess the
performance of remotely controlling a switch. The approach followed by [141] for this as-
sessment constitutes a quantitative way of analysing replicability: latency was calculated for
a 100km fiber-optic cable with different background traffic assumptions (0-50-100%). The
analysis showed that when channel usage reaches 100%, the performance of communications
is significantly worse (i.e., high latencies), which may affect critical smart grids applications.
Therefore, utilisation peaks should be considered when using the same communications in-
frastructure for multiple purposes.

Garau et al. [142] quantitatively analysed the performance of wireless and hybrid wireless-
wired communications network for voltage regulation and fault protection applications. It
showed that the hybrid approach, even under ideal conditions, may present latencies that can-
not be accepted for critical smart grid applications. On the other hand, it claimed that wireless
technologies such as WiMAX, WiFi, and Long Term Evolution (LTE), may satisfy smart grid
requirements. Nevertheless, [142] did not consider any scalability scenarios or other aspects
(e.g., interference) that could significantly affect the performance of wireless technologies
under real conditions; an SRA would be necessary to ease the extrapolation of these research
results to future implementations.

D Advanced Metering Infrastructure (AMI)

Zhou et al. [143] performed a high-level qualitative and a deep quantitative scalability analy-
sis of three different AMI architectures (one centralised and two distributed). However, the
focus was on the cost rather than on performance.

Reference [144] proves how important a scalability analysis is not only for pilots but
for already-implemented infrastructures to expand its use and functionalities. It analysed
the performance of three AMI technologies (hybrid fiber optic - WiMAX, fiber optic - LTE,
and 900-MHz RF) when used in parallel for price-induced controls, distribution automation,
demand response, and Vehicle-to-Grid (V2G) applications.

On the other hand, [145] shows the importance of assessing the replicability of ICT in
smart metering, and its correlation with scalability. It quantitatively analysed the operating
limits of PLC PRIME smart metering networks under different scenarios combining repli-
cability (urban and residential areas) and scalability (small, medium, and large buildings)
parameters.
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E Other smart grid applications

Reference [146] shows the importance of choosing appropriate metrics when performing an
quantitative scalability analysis. It analysed and compared the impact that different levels of
penetration and applications of DER have on up to nine hybrid Home Area Network (HAN)-
Neighbourhood Area Network (NAN) communication networks; it shows that the maximum
DER penetration achieved varies depending on which performance metric is taken as refer-
ence (latency or Packet Loss Rate (PLR) in [146]).

Reference [147] followed an alternative approach to analyse the scalability of six hybrid
HAN-NAN communication architectures for generic distributed smart grid applications; in-
stead of increasing the number of devices involved (scalability in size), [147] increased the
size of the User Datagram Protocol (UDP) packet (scalability in density). It compares the re-
sults with the initial performance requirements with respect to latency, throughput, and PLR.
The authors conclude that the Low power Wireless Personal Area Networks (LoWPAN)-
based hybrid architectures would satisfy all requirements regardless of packet size and data
rate. For Narrowband Power Line Communications (NPLC)-Ethernet and NPLC-WiMAX,
it shows that, only for certain data rates and packet size ranges, performance can satisfy the
requirements.

Meeuw et al. [148] analysed the performance limits of a blockchain-based local energy
market for its implementation in a community microgrid in Walenstadt, Switzerland. This
analysis allows some replicability insights; given the transactions per second required by the
market, and its level of decentralisation, results in [148] allow the deduction of the minimum
data rate required so that the communication infrastructure can be designed properly.
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Table 4.1: Summary of the scope of analysis, strengths, weaknesses, and metrics for the main literature reviewed. Qn-Quantitative;
Ql-Qualitative; S-Scalability; R-Replicability

Use case Ref.
Scope

Strengths Weaknesses Metrics

QnS QlS QnR QlR

A
[128],
[135]

X X X SGAM analysis allows identification of potential bottlenecks
Replicability analysis just compares ICT alternatives. No real distinction

between replicability and scalability in the analysis.
Link usage (%), Round-trip time

B

[130] X
Standardisation, interoperability, and network configuration factors are

assessed. The specific ICTs are analysed.
High-level analysis of the ICTs. -

[136] X
SGAM analysis allows identification of potential bottlenecks. As it
requires the involvement of stakeholders, information may be more

accurate.

Provides general recommendations and pre-requisite rules; the specific
ICTs used are not analysed. Relevance of attributes may be biased if there

are few stakeholders.
-

[137] X Combines queuing theory and communication simulation equipment.
Extrapolation of results (replicability) can be difficult, as the speed of the

internet may vary between locations.
Aggregation delay

[138] X
Replicability analysis in several communication environments (background

and impulsive noise sources, channel attenuation and multipath effects.)
No scalability in size analysis Latency, round-trip time.

[139] X X
Considers different cluster sizes and BER, providing scalability and
replicability insights. Compares analytical and simulation results.

Performance is not compared against baseline requirements of the use case.
Throughput, No. of message

transmissions, No. of TCP/UDP
update messages

C

[140] X Analysis considers latency, needed bandwidth, and scalability.
Operational limits are not reached during analysis, so the scalability

potential of the technologies is not fully assessed
Latency

[141] X
Considers different background traffic. Shows that utilisation peaks should

be considered when analysing a communications infrastructure.
Only one end device (switch) is considered in the analysis. No scalability

scenarios to see the impact in a wider area.
Latency

D

[143] X X Deep quantitative scalability analysis. Provides a cost scalability analysis. Lacks analysis of the technical performance of technologies.
Cost of implementation,

accumulated bandwidth distance
product (ABDP)

[144] X
Highlights the importance of carrying out a scalability analysis to take

advantage of already-implemented infrastructures. Considers requirements
and characteristics of the smart grid applications analysed.

Difficult-to-interpret graphs of results (both axis represent time) Latency, throughput

[145] X X
Correlates the scalability of the technologies with the replicability analysis

carried out. Considers urban and residential scenarios and also small,
medium, and large buildings.

-
Time to read all meters, time to

register all meters

E

[146] X
Shows how the maximum DER penetration varies depending on the

performance metric taken as reference
Needs further analysis on what has an impact on packet loss rate.

Latency, throughput, packet loss
rate (PLR)

[147] X
Scalability in density analysis. Comparison of performance with initial

requirements.
No scalability in size analysis.

[148] X
Allows the deduction of the minimum data rate required to properly design

the infrastructure for different scenarios.
It does not really provide an ICT SRA, but a tool to set the minimum

requirements of the ICT infrastructure.
Latency, throughput
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4.2.3 Trends and gaps

As Table 4.1 shows, the literature has focused mainly on the quantitative analysis of ICT for
various use cases. In this type of analysis, latency, throughput, and reliability metrics are used
as main indicators, regardless of the type of technology analysed. However, a notable gap
in the state-of-the-art is the clear relationship between the selected metrics and the unique
requirements or constraints of each use case. This may blur the scalability analysis since
conclusions may differ depending on the selected metrics.

To address this gap, a more comprehensive framework to assess scalability in a context-
sensitive way has to be developed. This involves understanding how the choice of metrics
should align with the particular characteristics and objectives of each ICT system, ultimately
leading to more nuanced scalability analyses. Analysis results must also allow to determine
if the system is scalable or replicable in specific scenarios.

However, not all ICT systems, or at least not all of their elements, may be suitable for
a quantitative scalability analysis. In some cases, due to the functional characteristics of
the system, technical performance limits may be expected to provide a scalability potential
higher than that expected in a real implementation. For this reason, a previous analysis that
identifies potential bottlenecks, even at a high level, would be convenient to determine the
usefulness of a quantitative analysis that could focus only on the most critical components.

On the other hand, quantitative replicability analysis has been focused on analysing different
conditions for communications (e.g., BER, modulation technique, etc.), or topologies (e.g.,
rural and urban environments for smart meters). For wireless communications, aspects such
as background noise and obstacles (e.g., building walls) have not been considered in most
cases, despite being relevant for replicability and having a deep impact on performance.

When scalability is not the objective of the analysis but is considered just another metric
that characterises an ICT system, the calculation method is not specified or is qualitatively
defined in general terms, without considering the different types of scalability that an ICT
system may present. This is also observed in the SRA guidelines provided at the European
level [120], where the approach to calculate the scalability and replicability indexes is not
described in detail.

For this reason, a detailed methodology to carry out an SRA of the ICT systems involved
in smart grids is proposed in the next section, so that the appropriate metrics can be selected
based on the technology and requirements of the use case, and the results can be used to get
insights about the scalability and replicability of the ICT system for different scenarios.
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4.3 Methodology description

The methodology developed to perform a quantitative ICT SRA is summarised in Figure 4.3
and described below. It consists of up to seven steps that cover from the characterisation of
the ICT system and the definition of the scope of the analysis, to the visualisation of the ICT
SRA results through scalability and replicability maps.

Quantitative ICT SRA

3) Define minimum requirements and technical constraints

Latency
Aggregated communication

time
Bandwidth

2.b) Characterise the
ICT system

1) Map the ICT system into the SGAM

Interoperability layers Domains Zones

Component Technical
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devices
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Function/Business
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2.a) Scalability questions
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Information size
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Scalability Types and Subtypes
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Load
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5) Define Key Performance Indicators 
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Figure 4.3: Quantitative ICT SRA methodology proposed.

4.3.1 Map the ICT system into the SGAM

The first step for the SRA is to obtain information about the implemented ICT, the topology,
and the functioning of the system. This information can be mapped into the SGAM [118].
The SGAM is a model for the interoperability of smart grid solutions that uses two axes (do-
mains and zones), and five interoperability layers, as shown in Figure 4.4. In the first axis of
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Figure 4.4: SGAM Framework. Source:[118]

the SGAM, the “Domains” of the electrical sector are represented, that is, the current chain
that electricity follows from its generation to its consumption (generation, transmission, dis-
tribution, DER, and customer premises). In the second axis, the “zones” are shown, which
are the same for each domain and allow information management to be classified (field, sta-
tion, operation, enterprise and market) and include equipment and physical spaces (process).
These two axes are applied to five interoperability planes or layers: component, communica-
tion, information, function, and business.

A preliminary map that includes the components and communication layers would be
sufficient for this step of the methodology to determine the scope and characteristics of the
SRA. Obtaining the whole map is a complex task that requires time and which is only useful
if the scope of the SRA has already been set.

4.3.2 Scalability questions and system characteristics

Based on the SGAM, some initial scalability questions can be asked in order to determine
how a scaled-up version of the system would be. This can be done by observing the domains
and zones involved. To characterise the system from an ICT perspective, the focus would be
on the interoperability layers.
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Scalability questions

Scalability questions are a set of simple initial questions to try to answer during the characteri-
sation of the ICT system under study, to determine the scope of the ICT SRA. If all the scala-
bility questions can be answered without testing or performing simulations, then a quantita-
tive SRA is not necessary.

To formulate these questions, the value chain of the electricity system should be conside-
red. In general, domains grow larger as they become closer to electricity customers. That is
to say, electricity consumers are in the order of millions, DER may be in the order of thou-
sands/millions, distribution grids must provide service to both consumers and DER (i.e., dis-
tribution customers), and transmission grids connect bulk generation with distribution grids.

From a scalability point of view, scaling-up in one domain may affect the domain imme-
diately above it. An example is the smart metering deployment by DSOs, which in many
countries are in charge of this process. Millions of smart meters have been deployed at the
customer level in many countries, but DSOs are the ones providing the means to monitor
them. Another example would be the implementation of a TSO-DSO coordination scheme
managed by the TSO in countries where there is only one TSO and hundreds or thousands of
DSOs: the TSO would have to provide the necessary scalability to replicate such coordination
scheme with each DSO.

Zones within a domain also have this characteristic. From process to market, the number
of components is expected to decrease. In the smart metering example, data collectors had
to be deployed at the secondary substation level (field zone), which use the router deployed
at primary substations (station level) to send the data to the central system (operation level).
Therefore, in each zone, the ICT scalability is supported by the component that provides the
connection in an upper zone.

This potential influence of scaling-up components in SGAM domains and zones is illus-
trated by Figure 4.5.

Scalability questions can then be formulated taking into account these zone and domain
aspects. Two general examples would be:

• Will the communications between the station and field zone work properly if the num-
ber of field devices increases?

• Will the TSO operation system be able to cope with an increment in the amount of data
exchanged with the DSO operation system?

Characterise the ICT system

As indicated in the first step, to formulate the scalability questions it is necessary to have
a description of the component layer of the system in the SGAM. As the ICT system is
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Figure 4.5: Potential influence of scaling-up components in SGAM domains and zones.
Note: Customer includes DER and consumers.

characterised for each SGAM layer, some of the scalability questions can be evaluated again
and even discarded.

The component layer provides two pieces of information. The first one is the topology of
the ICT system implemented, which is essential to know the communication links, potential
information flows, and in which zones they are placed. This is relevant for scalability in size
analysis.

The second piece of information is the technical characteristics of the devices, which,
even with missing information, can give an idea of the type of ICT implemented (i.e., wired or
wireless) and the capacity of the devices. Depending on the amount of information available,
this can be relevant for all types of scalability analysis.

The communication layer is built on top of the component layer, providing essential
information for conducting a quantitative ICT SRA, regardless of the type of scalability
considered. This layer indicates the communication technology (physical layer) used by
each link in the component layer and the communication protocol that is implemented. ICT
systems will be wired, wireless or hybrid. Depending on this, different key performance
indicators will be used during the analysis.

Regarding the communication protocol, it determines how the components will exchange
the information and may be key to the scalability and replicability of the system. If the
protocol is proprietary, the replicability of the system will be affected, and if the specification
is not freely accessible, it can be a huge obstacle to perform a quantitative SRA, which can
end up excluding these links from the scope of analysis.

The information layer indicates the data models and the information exchanged between
components through the communication links. This would set the size of the information to
be considered in the analysis to which to sum the overhead in the messages that may be added
by the communication protocol implemented. This information is essential for performing a
quantitative scalability analysis (in density and in size), since it affects potential requirements
such as the latency and can be related to the existence of bottlenecks.
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Finally, the function and business layers are related to the services provided by the
system. This will give the frequency of data exchange, which is essential for determining if
the quantitative SRA is necessary, as it is related to the scalability in size and density. For
example, some functions can require exchanging information once per day (e.g., daily market
results), while others may need further resolution (e.g., monitoring of resources). The higher
the frequency of exchange, the higher the probability of communication bottlenecks when
scaling up the system to reasonable levels. In all likelihood, a once-per-day, non-essential
exchange would need to scale up to disproportionate levels before experiencing information
bottlenecks. The other way around, frequent, time-sensitive exchanges of large volumes of
information would increase the probability of information bottlenecks.

4.3.3 Minimum requirements and technical constraints

Once the characteristics of the system have been obtained for all the layers of the SGAM,
the functional requirements and technical constraints must be examined. These are typically
provided by the function/business layers, which specify the frequency of data exchange (i.e.,
the first requirement for the system); by the component layer, if the technical specifications of
the devices and systems implemented are available; or by the communication technology em-
ployed. Each smart grid solution will have different requirements [149] and, in all likelihood,
the ICT will have been selected to fulfil all the requirements of the use case [150]. However,
this compliance should be checked when scaling up and replicating the system.

For the analysis of ICT systems, these requirements can be related, but not limited, to the
following:

• Latency. When an application requires real-time communication, latency is typically
the most important factor to take into account, making it the primary performance
measure for the system, as it can affect the reliability of the smart grid [151], [152] and
is an essential requirement when designing control schemes for DER [153]. Scalability
requires that, as the system grows, latency should remain below the limit set by the
application. Replicability involves making sure that the system can maintain the same
latency level under different conditions.

• Aggregated communication time. The aggregated communication time is the total time
taken for all communications within the system over a given period. For example, a
smart metering data collector may need to collect all smart meters’ data in less than 15
minutes. Scalability and replicability involve maintaining aggregated communication
times below the limit under different conditions.

• Bandwidth. The bandwidth indicates how much data can be transmitted through the
communication channel in a given time. This can constitute a very important require-
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ment when the communication channel is shared with other applications. As the system
scales, it should keep the bandwidth used at acceptable values.

• Reliability. This concept is related to the system’s ability to correctly deliver the infor-
mation that is transmitted. This is an important requirement in all ICT, but especially in
those that rely on wireless communications, as the signal may not reach its destination
under certain conditions (e.g., heavy wheather). Data loss can reduce the stability of the
grid [153] and have an economic impact on the grid [154]. A scalable and replicable
system must be able to maintain high reliability regardless of size and conditions.

• Coverage. It refers to the geographical or network extent to which the communication
system can serve effectively. It is a very important requirement in wireless communica-
tions to guarantee scalability and replicability and is deeply related to the reliability of
the system.

• Memory. Memory usage refers to the Random Access Memory (RAM) and storage
consumption of the components that make up the system. Scalability requires efficient
memory management of the different components to face increasing loads and avoid
information bottlenecks that end up affecting the final application of the system.

In large ICT systems, data collection and analysis of these requirements may be an
extremely complex task. However, the scalability of a system is usually determined by those
components that could potentially generate communication bottlenecks, so by restricting the
scope of the ICT SRA to these critical components and their direct connections, the scala-
bility of the entire system can be analysed. To identify potential information bottlenecks,
a fast and simple approach is to analyse the system topology: as Figure 4.6 shows, infor-
mation bottlenecks may appear in components that receive information from many compo-
nents (many-to-one communications), send information to many components (one-to-many
communications), and communicate bidirectionally with other components. In addition to
this, when identifying potential information bottlenecks, the frequency of information ex-
change must be considered. As mentioned previously, the higher this frequency, the higher
the likelihood of an information bottleneck when scaling up the system.

4.3.4 Development of scenarios

The scenarios analysed during the ICT SRA should cover a wide range of possible conditions
for the replication of the system. For each scenario, its scalability in size (i.e., increasing the
number of users, devices, or systems) should be evaluated. The conditions or characteristics
that define each scenario must be identified for each SRA and may be related to the ICT used,
to the place where the system is implemented (environment), the devices deployed and the
functional characteristics of the system for the use case under study. At least one condition
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Figure 4.6: Types of communications between devices and/or systems to consider for the
identification of potential bottlenecks.

should be different from one scenario to another so that the impact on performance can be
better assessed.

The type of ICT used (i.e., wired or wireless) may set conditions such as the topology of
the system (wired technologies may allow for bus or star topology), distance or area to be
covered, or the BER. In addition to this, some communication protocols can be configured in
different ways, which may fit larger-scale versions of the system more effectively.

The environment in which wireless communications are deployed can have a major effect
on their performance. Different scenarios should be taken into account, including various
types and sizes of obstacles, interference, and ambient noise.

The deployed devices could also provide some interesting scenarios for analysis. If the
solution involves multiple types of device, scenarios with different shares of each type could
be assessed. An interesting scenario could be defined to analyse the effect on performance
when a different communication protocol is used on devices that are compatible with multiple
protocols and standards, as long as the functionality of the use case is not affected.

Finally, functional characteristics could also be the basis for some scenarios. For exam-
ple, for the analysis of scalability in density, different information sizes could be considered.
However, it is important that the functional characteristics that are modified as part of a sce-
nario do not alter the minimum requirements of the use case. That is, in a comprehensive
SRA, an scenario should not involve changing any of the requirements by which the perfor-
mance of the ICT system is to be evaluated.

4.3.5 Definition of Key Performance Indicators

When applying the methodology proposed, the KPIs defined for the specific ICT system
under analysis must have the following main characteristics:
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• They must allow to evaluate whether the ICT system meets the minimum requirements
identified previously. Therefore, the KPIs should be related to these requirements and
technical constraints.

• It must be possible to measure or calculate them in all the scenarios analysed.

• For each KPI defined, an acceptance threshold must be stated. This, again, is deter-
mined by the requirements of the use case.

4.3.6 Development of a simulation model or experiment

The are two main approaches to perform quantitative SRAs of ICTs: performance tests with
actual or emulated hardware and software, or simulations.

Conducting a SRA through laboratory tests or emulated hardware/software can be very
precise, but it often requires a large financial investment to acquire the necessary equipment.
In certain cases, the lack of resources for the analysis requires the simulation of some com-
ponents [140]. In other cases, equipment is used to replicate the performance of a particular
system involved (e.g., internet delays in [137]). This approach can be cost-effective when re-
searching platforms or software [148], [155], [156], since the wide range of cloud providers
allows creating production-like environments and collecting statistical data.

The most cost-effective and efficient way to conduct an ICT SRA is through simula-
tions. This method is usually much faster to set up than a laboratory setting and provides
a great deal of flexibility for exploring various scalability and replicability scenarios. When
the technology being studied is wireless, simulations are practically the only way to carry
out a comprehensive SRA, as it would require a large amount of resources to do so in an
experiment.

Three main communication network simulators are typically used: NS-3 ([126], [142],
[146], [147], [157]), OPNET ([126], [141], [144], [158]), and OMNeT++ ([135], [145]).

NS-3 is a widely used, open source, discrete event network simulator, primarily employed
in academia, that is centered on internet systems (wired and wireless). Despite its popularity,
it is more challenging to use than other simulation frameworks due to the lack of graphical
user interface tools [159].

Riverbed Modeler (formerly OPNET) is a commercial discrete event network simulator
that offers a variety of validated models for different types of networks and technologies. This
simulator provides a user-friendly graphical interface to configure and run simulations [159].

OMNeT++ is an open source discrete event simulation platform designed for the simu-
lation of wired and wireless communication networks. It has a variety of open source exten-
sions that increase its capabilities.

Apart from communication network simulators, MATLAB, Simulink, and Octave can
also be used to evaluate the performance of ICT [139], [143], [160]–[162].
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The simulation software chosen for the analysis will be based on the knowledge and
preferences of the user, the characteristics of the analysis, and the availability of free models
[159].

4.3.7 Run scenarios and analysis of results

Regardless of the approach selected for the analysis (simulation or experiment), the results
of the ICT SRA can be represented in an ICT scalability and replicability map so that the
main conclusions of the analysis can be drawn quickly and efficiently. This is a novel way
of visualising ICT scalability and replicability results, being, together with the methodology,
a contribution of this thesis, and constitutes a valuable tool when considering scaling up or
replicating the system in the future.

Figure 4.7 shows an example of the structure and visual representation of an ICT scala-
bility and replicability map. In the example, the SRA identified five key conditions to be
considered in the scenarios, which are placed in the left column of Figure 4.7. There are a
total of 12 values for these conditions, placed in the right column of Figure 4.7: conditions 1
and 2 can adopt three exclusive values each, whereas conditions 3, 4, 5 can adopt two exclu-
sive values each. Therefore, 12 scenarios are the minimum number of scenarios for the SRA
(for each scenario to change at least one condition value).

Not feasible Number of components

Condition 1

SCENARIOS S1

Not feasible

S1 S2

Value 1.1

Value 1.2

Value 1.3

Value 2.1

Value 2.2

Value 2.3

Value 3.1

Value 3.2

Value 4.1

Value 4.2

Value 5.1

Value 5.2

Condition 2

Condition 3

Condition 4

Condition 5

Figure 4.7: Structure and visual representation of an ICT scalability and replicability map.

The scenarios are represented by a vertical line placed corresponding to the maximum
number of components (i.e., sensors, servers, etc.) the system would support while fulfilling
all the requirements set for the system. For each scenario, its conditions are represented
graphically by a blue circle. If the system does not comply with the requirements in a scenario
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for any number of components considered, it is placed in the ”Not feasible” zone of the map
(S 1 in Figure 4.7).

Regarding the colours in Figure 4.7, green colour means that the system is, in general,
scalable and replicable in that range of number of components when the system is under that
specific condition, while the red colour indicates that the system would not meet the minimum
requirements. Therefore, when analysing a scenario, the maximum number of components
supported by the system will be determined by graphically placing the scenario where all the
conditions (i.e., blue circles) are in a green area.

For simplicity, only two scenarios (S 1 and S 2) are exemplified in Figure 4.7. For example,
condition 1 could represent Information size with three possible values (value 1.1 = 2 Bytes,
value 1.2 = 4 Bytes, and value 1.3 = 8 Bytes). Green and red bars in Figure 4.7 show that,
in a scenario considering value 1.3 instead of value 1.2, the ICT system would support the
connection of fewer components. This can be visually seen by moving the blue circle of
value 1.2 one step below (adopting value 1.3), entering into a red area, meaning that the
system would not comply with the minimum requirements for that number of components.
The maximum number of components when condition 1 adopts value 1.3 is determined by
the green area.

Placing the ICT SRA results in a scalability and replicability map not only facilitates the
task of summarising the results of the analysis and its conclusions, but also the analysis of
the impact of each scenario’s condition on the scalability and replicability of the system.

4.4 Application of methodology: case studies

Below, the quantitative ICT SRA methodology is applied to two case studies (A and B) that
use wired and wireless technologies, respectively, to validate its applicability.

4.4.1 Case study A

This case study examines the monitoring and control system for a self-consumption solu-
tion demonstrated in Dijon, France, as part of the EU-funded RESPONSE project. The
demonstration site will contain several energy storage assets, with a total capacity of 510
kWh, and a PV power plant of 228 kWp. The operation of electricity storage is aggregated
through a BMS, while the solar PV generation is just monitored using a data logger. The ob-
jective of the system is to maximise the self-consumption ratio of one building by monitoring
the solar PV generation and managing the charging / discharging of the batteries hourly, as
indicated by EDF, the provider of the solution. If this system is scaled-up, it could poten-
tially provide service to more than one building or involve more assets. In addition to this, if
it works well under different conditions, it could be implemented in more places. To assess
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this, an ICT SRA should be carried out. The ICT SRA methodology presented in the previous
section is applied to this case and described below.

Step 1): Map the ICT system on the SGAM

Figure 4.8 shows the component layer of the SGAM for the system. It consists of four main
elements: the cloud, Equipement Modulaire de Protection des Accès Industriels Répartis
(EMPAIR), the BMS, and the PV data logger.

The BMS device is responsible for the management of the batteries deployed to provide
electricity when needed, while the PV data logger is responsible for the management of the
solar PV panels installed.

The EMPAIR is a device that implements a set of hardware and software methods for
cybersecurity. It can be installed either in electrical substations (station/field zone of the
DSO) or in renewable power plants (field zone of the customer domain). To communicate
with the BMS and PV data logger, Modbus TCP protocol is used. EMPAIR is compatible with
different communication protocols (IEC 61850 Manufacturing Message Specific (MMS),
MQTT, IEC 60870-5-104, Modbus TCP/IP) and Application Program Interface (API) thanks
to GeneSys, a control software for embedded applications.

The Cloud hosts an Energy Management System (EMS) named Clevery, developed by
EDF, for the optimisation of energy production. It communicates with the EMPAIR by means
of IEC 61850 MMS and a Virtual Private Network (VPN) tunnel.

Step 2.a): Scalability and replicability questions

Some initial scalability and replicability questions arise when observing Figure 4.8:

1. What would be the effect of placing the EMPAIR in the distribution domain? This
would mean increasing the size of the Local Area Network (LAN) or, in other words,
increasing the distance (i.e., the length of the Ethernet cables) between the connected
devices. There may be a maximum distance under which the operational requirements
cannot be satisfied.

2. What would be the effect of increasing the number of devices connected to EMPAIR?
This question could also be studied in combination with the previous one. When placed
at a PEB level, the results would show the maximum number of devices that can be
controlled within a building; when placed at a Positive Energy District (PED) level, the
operational contour defined by the distance and number of devices could be obtained.

Taking into account these questions, Modbus TCP communications over Ethernet in the
system is the key part for the SRA, as the connection between the cloud and the EMPAIR does
not raise any significant questions, since it provides scalability by design: the connection of
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Figure 4.8: ICT system of case study A mapped into the SGAM. Component and communica-
tion layers.

more EMPAIR devices to the Cloud would not mean a challenge for the system. Therefore,
the focus of the SRA will be the communications between the BMS, PV data logger and the
EMPAIR device.

Step 2.b): Characterise the ICT system

The simplified SGAM layers of the DER control and monitoring system are depicted in Fig-
ure 4.9. An EMPAIR device is responsible for controlling and monitoring the solar PV and
EMS (component layer). This is done through Modbus TCP, which uses Ethernet connec-
tions between devices (communication layer). An overview of the Modbus TCP protocol can
be found in Appendix A.1. Measurements (battery and generation), control commands, and
alarms are transmitted using the Modbus Protocol Data Unit (Modbus functions). The server
for each type of information, its frequency of exchange, size, and the modbus function used
to transmit the data are outlined in Table 4.2. These characteristics were given by the solution
provider. The ultimate goal is to optimise the self-consumption of the PEB where the solution
is implemented (business layer).

67



4 – Scalability and Replicability Analysis of ICT in Smart Grids
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Figure 4.9: Simplified SGAM characterisation of the ICT system of case study A.

Table 4.2: Functional characteristics of the control and monitoring system studied in case
study A.

Server Information
Frequency
of exchange

Size(B)
Modbus
function

BMS
Measurements 1/h 48 0x03

Alarms 1/min 1 0x01
Control 1/h 16 0x10

PV data logger
Measurements 1/min 4 0x03

Alarms 1/min 1 0x01

Step 3): Minimum requirements and technical constraints

The EMPAIR client can only establish a Modbus TCP connection with one server at once.
According to the exchange frequency shown in Table 4.2, the control and monitoring system
must take an average of one minute to request all connected servers (to finish the poll). This
would constitute the main functional requirement for the system when scaling up. The use of
Ethernet cables (in this case, Cat-5e UTP cable) would set a distance constraint, as they can
only be used up to a maximum of 100m.

Step 4): Development of scenarios

To assess the scalability of the system under different conditions, all the scenarios will be
analysed for, at least, the range of 2-192 servers in steps of 10 and for 24 h of simulation
time. Two is the minimum number of servers deployed in the real implementation of the
system. Table 4.3 shows the scenarios developed for the SRA of the ICT system in case
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study A, where scenario A1 is the baseline scenario for the analysis. The parameters or
conditions that determine the scenarios are the topology of the ICT system (star vs bus), the
distance client-server, the type of devices (% of devices BMS - % of devices PV data logger),
the BER, and the processing delay (time for the client to process the server’s response).

Table 4.3: Scenarios simulated for the ICT SRA of case study A.

# Topology Distance [m] Device types BER
Processing delay

[ms]

A1 Star 20 50-50%

10−12

10−6

10−5

9

A2 Star 20 100-0% 9

A3 Star 20 0-100% 9

A4 Star 20 50-50% 4.5

A5 Star 20 50-50% 13.5

A6 Star 20 50-50% 0

A7 Star 100 50-50% 10−12 9

A8 Bus ≤100 50-50% 10−12 9

A9 Bus ≤100 100-0% 10−12 9

A10 Bus ≤100 0-100% 10−12 9

The main purpose of scenarios A2 and A3 is to evaluate the replicability of the system
if only one type of server is considered (only BMS for A2, and only PV data logger for A3)
with respect to the baseline.

Scenarios A4, A5, and A6 study the performance of the system if the client processes
messages faster (A4), slower (A5), or if its process time is negligible (A6). To study the
impact of BER on performance, the first six scenarios (A1-A6) will consider BER of 10−12,
10−7, 10−6, and 10−5. Although Ethernet transmission generally provide a BER of 10−12,
higher values represent worst-case scenarios, which must be considered for the replicability
analysis.

Scenario A7 studies the performance of the system if the distance between the client and
the servers is pushed to the limits of Ethernet (≈ 100m).

Finally, scenarios A8-A10 analyse what happens if the topology of the system is ”bus”
instead of ”star”, while keeping the distance to less than 100m.

Table 4.4 summarises the scenarios that should be considered to assess the impact on the
performance of the ICT system in different aspects.
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Table 4.4: Scenarios to be compared depending on the objective of the analysis for case study
A.

Scenarios Objective
A1-A2-A3

A8-A9-A10
Impact of device type

A1-A4-A5-A6 Impact of processing delay
A1-A7 Impact of distance

A1-A8 A2-A9
A3-A10

Impact of topology

Step 5): Define KPIs

The main requirement is that the EMPAIR must be able to request all the necessary informa-
tion from all the servers in one minute. Therefore, the main KPI would be related to the time
taken to complete the polling process, or polling time. As demonstrated in (4.1), the polling
time in round j, (T j), is calculated as the sum of the time it takes for the client to request,
receive, and process all the necessary information from each server i at round j, for a total of
N connected servers.

T j =

N∑
i=1

ti, j (4.1)

To truly assess the performance of the system, thousands of rounds must be studied.
Therefore, the average polling time for all rounds and its Standard Deviation (SD) have to
be calculated as KPIs. If the system manages to keep the average polling time to 60s, but its
Coefficient of Variation (COV) is higher than 0.5% (SD of 300ms), the client may be missing
information from some of the servers in some rounds.

Step 6): Simulation model

The OMNeT++ simulator [163] was used to model the Modbus TCP network connecting
EMPAIR to the BMS and the solar PV data logger. Modbus TCP is an application layer
communication protocol for client-server communications between devices. The EMPAIR
acts as the client and the BMS and PV data logger as the servers.

The client is assumed to be connected to the servers via a 100 Mbps Ethernet Cat-5e UTP
cable, which has an estimated transmission rate of 2 · 108 m/s [164]. The client, depending
on the type of server, sends up to three types of request with different characteristics (Table
4.2): read measurements, read alarms, and write control commands.

The processing delay in the baseline scenario (A1) was set to 9ms (∼ 111 requests/s),
which is an intermediate value between an ESP8266 chip and a Raspberry Pi [165].
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The client can only establish a connection with one server at a time. After connecting,
it requests the alarm values (which have the same frequency of exchange for both types of
server) and assesses whether it should send any other requests after receiving the response.
The polling time should be one minute. To compensate for any polling-time deviations from
60s, the client is programmed to use the last polling-time error for each new round. The
priority of requests is: alarms, measurements, and then control commands. However, the
client does not request more than two information objects in the same connection, as in the
actual implementation.

Step 7): Results

The results of the analysis of the scenarios in case study A are presented in Figure 4.10, which
provides the ICT scalability and replicability map of the Modbus TCP system analysed. The
scenarios are placed graphically on the map depending on the maximum number of servers
they would support, indicating with a blue circle their characteristics. It shows the impact that
the type of device, the topology, the BER, and the processing delay have on the scalability
and replicability of the system.

Number of servers

Device
type

Processing
delay

Distance

Topology

SCENARIOS

BER

A7 A3A1A2 A4A5 A6 A8A9 A10

Not feasible 2 12 22 32 42 52 62 72 82 92 102 112 122 132 142 152 162 172 182 192 202
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100-0%

0-100%
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13.5ms

20m

100m

Star

Bus

Not feasible

Figure 4.10: ICT Scalability and replicability map of case study A with the analysed scenar-
ios.

Starting with the type of device, Figure 4.10 shows that increasing the share of BMS
devices with respect to PV data loggers significantly reduces the number of servers that can
be connected to the EMPAIR. In the baseline scenario, A1, which connects 50% of BMS and
50% of PV data logger, the maximum number of servers is 152 (a more detailed analysis of
the baseline scenario can be found in Appendix A.2. This maximum increases to 202 servers
when they are 100% PV data loggers (scenario A3) and decreases to 72 servers when they
are 100% BMS devices. This is very interesting because it means that, although scenario A2
does not have margin to add 10 BMS to the operation of the system, it could add 4 BMS and
76 PV data loggers (converting scenario A2 to A1). It can be said that, in this case, from
a functional point of view, one BMS device would be equivalent to 12.66 PV data loggers.
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This can be explained by the functional characteristics presented in Table 4.2: once an hour,
a BMS has to send more information (48 Bytes of measurements, which require more time
to be transmitted) than a PV data logger. When this happens, the requirement of keeping a
polling time of 60s must still be fulfilled, limiting the scalability of the system.

Although the limit of 152 servers in A1 (50-50% devices) can be increased to 162 by
changing the topology of the system from star to bus, this change in the topology would not
have any effect when all the servers are of the same type (scenario A9 with respect to A2, and
A10 with respect to A3). Therefore, the topology has almost no impact.

Figure 4.11: Standard deviation of the total polling time for different BER and number of
servers in scenario A2.

Despite the fact that the type of device has a large impact, it is the BER of the Ethernet
transmission that is determinant. Figure 4.11 shows the standard deviation of the polling time
for scenario A2 (100% of BMS) for different BER and number of servers. It can be observed
that only BER of 10−12 can provide some scalability to the system (72 servers in scenario
A2, maximum SD of 300ms). This is aligned with the Ethernet standard (IEEE 802.3 [166])
which sets BER ≤ 10−12 for reliable operation.

With respect to processing delay, it obviously has an impact on the scalability and replica-
bility of the system. Figure 4.12 shows the standard deviation of the polling time for scenarios
A1 (baseline) and A5 (13.5 ms processing delay). A 42% increase of the processing delay
decreases the maximum number of servers in 33% (from 152 to 102 servers). This increase
in processing delay is translated into the same percentage increase in the SD of the polling
time up to 182 servers, as shown by Figure 4.12. Since the processing delay affects all the
requests made by the client (EMPAIR), regardless of the type of server, it can be expected
to always have an impact on the scalability of the system. This means that, for example, the
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scenario A2 analysed before would have a maximum number of servers lower than 72 when
increasing the processing delay. For this reason, the scalability and replicability map depicted
in Figure 4.10 shows an orange bar for a processing delay of 13.5 ms. If the impact on the
SD keeps its proportionality, the maximum number of servers in scenario A2 is estimated to
be 52 servers for a processing delay of 13.5 ms.

Figure 4.12: Standard deviation of the total polling time for different number of servers in
scenarios A1 and A5.

Therefore, the ICT SRA results show that the scalability and replicability of the Modbus
TCP control and monitoring system for DER are mainly determined by the type of connected
devices and the processing delay of the client. When scaling-up the system, it is advisable to
aggregate the operation of batteries under the less number of BMS possible, since the more
BMS are connected to the EMPAIR, the less solar PV data loggers can be implemented.
Regarding the processing delay, the upgrading of the EMPAIR device to better processing
capabilities would increase scalability, but it would also increase the cost for this device. This
could make sense if more than one building is included in the operation, since the system is
found to be very scalable when the Ethernet cable is up to 100m long. This would allow the
system to provide service to more than one building with multiple battery and solar PV assets,
while using just one EMPAIR device. Although the bus topology increased the scalability of
the system in one scenario, it had no impact on others, so it cannot be firmly stated which
topology would be better for scaled-up deployments; therefore, the most appropriate topology
can be selected based on the specific conditions of the deployment area, providing a great
replicability potential.
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4.4.2 Case study B

This case study examines the indoor conditions monitoring system implemented in a PEB
consisting of 96 dwellings in Turku, Finland, as part of the EU-funded RESPONSE project.
This solution deploys one sensor per apartment to measure the temperature and humidity
conditions, which are sent to the EMS application in the Cloud through a data collector. The
objective is, on the basis of the collected data, to regulate and optimise energy consumption
while keeping comfortable conditions for the inhabitants of a residential building. Through
the analysis of the scalability and replicability of the metering system, it could be optimised
for its future implementation in other areas of the city (with different conditions), or at the
city district level.

Step 1): Map the ICT system on the SGAM

Figure 4.13 illustrates the system mapped into the component layer of the SGAM. It is made
up of three main components: Edge Cloud, Edge Hub, and Edge Sense.

The Edge Sense [167] is a wireless sensor that is placed in apartments to measure tem-
perature and humidity. Therefore, it is in the customer domain and the process zone of the
SGAM, as shown by Figure 4.13. It transmits these data multiple times each hour to the
Edge hub via wireless M-Bus. Wireless M-Bus is a communication protocol mainly defined
at the application, data link, and physical layers of the Open Systems Interconnection (OSI)
model. An overview of the main characteristics of the wireless M-Bus protocol is provided
in Appendix B.1.

The Edge Hub [168] is a building access point device that offers both Global System
Mobile (GSM) and wireless M-Bus connectivity. It would be placed at the station/field zone
of the SGAM. This allows the collection of sensor data and makes it available to the energy
management service in the cloud. Although it constitutes a potential application for the fu-
ture, this specific use case did not involve the provision of services to the DSO, so the Edge
Cloud is considered to be in the operation zone of the customer domain.

Step 2.a): Scalability and replicability questions

By observing Figure 4.13, some initial scalability and replicability questions arise.

1. What would be the effect of increasing the area to be covered by the Edge Hub? This
would mean increasing the distance between the Edge Sense devices and the Edge Hub,
as well as increasing the number of sensors.

2. What would be the effect of increasing the number of sensors connected to the same
Edge Hub? Since modifying the distance will be very limited by the wireless communica-
tion, increasing the number of sensors connected to a single Edge Hub could pose a
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Figure 4.13: ICT system of case study B mapped into the SGAM. Component and
communication layers.

significant challenge: the wireless medium is shared by all the sensors, and all of them
need to send their measurements at a minimum time interval.

Based on these questions, the wireless M-Bus communications of the system is the key part
for the SRA, as the connection between the Edge Hub and the cloud does not pose any
significant questions about scalability and replicability. Therefore, the focus of the SRA will
be the communications between the sensors and the Edge Hub.

Step 2.b): Characterise the ICT system

The simplified SGAM layers of the Wireless M-Bus system analysed in case study B are
depicted in Figure 4.14. Table 4.5 outlines the technical characteristics of the multiple sensors
that communicate with a single Edge Hub. The purpose of the system is to monitor the indoor
conditions in order to optimise energy consumption and achieve the desired indoor climate
while using the minimum energy possible. The messages transmitted by the Wireless M-Bus
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are expected to be of a few bytes in size, containing information such as indoor temperature
and humidity.
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Figure 4.14: Simplified SGAM characterisation of the ICT system of case study B.

Table 4.5: Summary of characteristics of the sensors [167] and Edge Hub [168].

Edge Hub Sensors

Standards
EN 13757-3/4:2013,

and OMS 4.0.2
EN 13757-3/4:2013,

and OMS 4.0.2

Frequency
868.3 and 868.95

MHz
868.3 and 868.95

MHz
Sensitivity –112 dBm for S-mode <14dBm

Antenna External
Dual Internal

Diversity

Step 3): Minimum requirements and technical constraints

The optimisation algorithm requires data frequently. Sensors must provide new measure-
ments at least every 15 minutes, which is a common time interval for smart meters. There-
fore, the Edge Hub has to be able to receive measurements from all the sensors deployed in
≤ 15 minutes (aggregated communication time); if it takes more time, some sensors’ mea-
surements will be missed. This means that the Edge Hub constitutes a potential information
bottleneck of the ICT system. Since wireless communications share the transmission medium
(i.e., the air), some factors should be considered for the SRA:

• Presence of obstacles to the wireless transmission, such as walls, objects, etc.
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• Presence of background noise due to other devices.

• Probability of message collision. If sensors send information to the Edge Hub at the
same time, messages will collide and be missed. To avoid this, wireless M-Bus defines
a first-transmission and retransmission scheme. To achieve a probability of reception of
95%, each message must be sent at least twice within the update period (15 minutes).
Based on the EN 13757-4:2019 specification, the first transmission time for the baseline
system will be defined by a uniform distribution between 0 and 300s (5min). The
retransmission time interval, tacc, of each message is determined by (4.2). The nominal
transmission time (tnom) is set to 300s and nacc is the access number, which must be
between 0 and 255. Each sensor randomly generates a new nacc when installed and
increases it by one every 15 minutes, restarting when it reaches 255.

tacc =

(
1 +
|nacc − 128| − 64

2048

)
· tnom (4.2)

Step 4): Development of scenarios

Figure 4.15 shows the baseline building block (96 dwellings, 2500m2) of the system.

Figure 4.15: Baseline building block in Turku, Finland, for case study B.

To assess the scalability of the system under different conditions, all the scenarios de-
veloped will be analysed for, at least, the range of 96-192 sensors in steps of 12. 96 is the
minimum number of sensors because this is the number expected to be deployed in the actual
implementation. Table 4.6 shows the scenarios developed for the SRA of the ICT system in
case study B, where scenario B1 is the baseline scenario for the analysis. The parameters
that determine the scenarios are the area to be covered by the system, the thickness of the
walls of the buildings, the size of the information transmitted, the background noise, and the
statistical distribution considered to determine the first transmission time of the messages.
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Table 4.6: Scenarios simulated for the ICT SRA of case study B.

#
Area
[m2]

Wall
thickness

[cm]

Information
size [B]

Background
noise [dBm]

Statistical
distribution

B1 2500 10 38 -90 Uniform

B2 2500 10 19 -90 Uniform

B3 2500 10 57 -90 Uniform

B4.1 2500 10 38 -70 Uniform

B4.2 2500 10 38 -60 Uniform

B5 2500 10 38 -90 Gaussian

B6 2500 10 19 -90 Gaussian

B7 2500 10 57 -90 Gaussian

B8 2500 20 38 -90 Uniform

B9 5000 20 38 -90 Uniform

B10 5000 10 38 -90 Uniform

B11.1 5000 10 38 -70 Uniform

B11.2 5000 10 38 -60 Uniform

B12 5000 10 38 -90 Gaussian

Scenarios B2 and B3 are load scenarios (scalability in density), as the information size
is modified to 50% (B2) and 150% (B3). Scenarios B4.1 and B4.2 constitute replicability
scenarios, as the background noise is changed to -70 and -60 dBm, respectively.

Previously, it was mentioned that the first transmission time for the messages in the base-
line system is defined by a uniform distribution between 0 and 300s (5 minutes). An interest-
ing replicability scenario would be what the performance of the system would be if, instead
of a uniform distribution, a Gaussian distribution was implemented. Scenarios B5, B6, and
B7 are equivalent to B1, B2 and B3 but with a Gaussian distribution. The means conside-
red for the distribution are (in minutes): 2.5, 5, 7.5 and 10; whereas the standard deviations
considered are: 2.5, 5, and 7.5. Therefore, twelve distributions can be analysed for scenarios
B5, B6, and B7.

To study the performance when increasing the thickness of the walls of the building,
which can be significant in wireless communications, scenario B8 considers an increase of
10cm of the wall thickness. Baseline thickness is 10 cm, which is approximately the thickness
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of the walls in the actual demonstration site in Turku (Finland), where buildings are designed
for a cold climate. Therefore, increasing wall thickness can be considered a worst-case sce-
nario that would guarantee a very high replicability potential if the system works well under
these conditions. While keeping the conditions of scenario B8, scenario B9 doubles the area
to be covered by the solution (scalability in density and size). This would mean considering
two building blocks as the one shown by Figure 4.15. With the only exception of this larger
area, scenarios B10, B11.1, B11.2, and B12 are homologous to scenarios B1, B4.1, B4.2, and
B5, respectively.

Table 4.7 summarises the scenarios that should be considered to assess the impact on the
performance of the ICT system.

Table 4.7: Scenarios to be compared depending on the objective of the analysis for case study
B

Scenarios Objective
B1-B2-B3
B5-B6-B7

Impact of information size

B1-B4 B10-B11 Impact of background noise
B1-B5 B2-B6

B3-B7 B10-B12
Impact of the statistical distribution of

first-transmission time
B1-B8 B9-B10 Impact of wall thickness

B1-B10 Impact of area size

Step 5): Define KPIs

Since the most restrictive requirement is that the Edge Hub must get data from all the sensors
every 15 minutes, the reliability of the wireless M-Bus communications must be assessed.

For this, the three main KPIs taken into account are the delivery ratio of the network, the
message error ratio, and the gross delivery ratio. The delivery ratio (4.3) measures the propor-
tion of messages with new data that are received (i.e., not including retransmitted messages)
and correctly processed by the Edge Hub, while the message error ratio (4.4) measures the
proportion of messages received with errors (including retransmitted messages) due to inter-
ference.

Delivery ratio =
#Messages processed
#New data messages

(4.3)

Message error ratio =
#Erroneus messages
#Messages received

(4.4)
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The gross delivery ratio (4.5), on the other hand, measures the proportion of messages that
reach the Edge Hub, including those with errors, with respect to the total number of messages
that have been sent by sensors (including retransmitted messages).

Gross delivery ratio =
#Messages received

#Messages sent
(4.5)

Step 6): Simulation model

The wireless M-Bus network is simulated using the OMNeT++ simulator [163]. The sensors
and the Edge Hub were modelled according to their technical specifications [167], [168]
(Table 4.5).

The wireless M-Bus communications are modelled considering the following character-
istics:

• Transfer S-mode of wireless M-Bus is used.

• Messages have a total size of 38B in the baseline scenario.

• Communications are unidirectional (i.e., S1 mode); from the sensors to the Edge hub.
Characteristics of S1 mode can be found in Appendix B.1.

• Sensors take new measurements every 15 minutes.

• The only impediments to the wireless signals taken into account are the walls and floors
of the buildings, supposing that they are constructed of concrete. To this end, the 3D
model of the PEB, depicted in Figure 4.16 (top view), was created in OMNeT++.

Figure 4.16: Top view of the 3D model in OMNeT++ for the PEB.
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• The transmission medium model implements three models included in the INET library
[169]: the free-space path loss model (FSPL), the Isotropic Dimensional Background
Noise model (background noise model), and the dielectric obstacle loss model. The
formulation of these models described in Appendix B.2. The FSPL model + obstacles
is chosen for the simulation because it provides a realistic performance level compared
to other models in similar environments (log-normal, ITU-R P.1238) when an empirical
model is not possible. The analysis of the impact of different propagation models on
the scalability analysis is presented in Appendix B.3.

Step 7): Results

The results of the analysis of the scenarios in case study B are presented in Figure 4.17, which
provides the ICT scalability and replicability map of the wireless M-Bus system analysed.
The scenarios are placed graphically on the map depending on the maximum number of
sensors they would support, indicating with a blue circle their characteristics.

Not feasible 96 108 120 132 144 156 168 180 192

Number of sensors

19B

38B

57B

-90dBm

-70dBm

-60dBm

Gaussian

Uniform

10cm

20cm

2500m2

5000m2

Information
size

Background
noise

Statistical

distribution

Wall

thickness

Area

SCENARIOS B4.1 B4.2 B8 B9 B10 B11.1 B11.2 B12 B3

Not feasible

B4.1 B4.2 B8 B9 B10 B11.1 B11.2 B12 B2B1 B5 B6 B7

Figure 4.17: ICT Scalability and replicability map of case study B with the analysed scenar-
ios.

Starting with scenarios that allow for the scalability of the system, the effect of the size
of the information is remarkable. The baseline size (38B) and a smaller one (19B) do not
have an impact on the scalability of the system, allowing it to scale up to 192 sensors, while
a larger one (57B) limits the scalability to 108 sensors (scenario B3). This is explained by
the low data rate of the S-mode in wireless M-Bus (16,384 kbps) and the use of a uniform
distribution of 5 min for the first transmission. Larger messages require longer transmission
times, increasing the probability of message collision as the number of sensors increases.

However, scenario B7 manages to overcome this limitation imposed by the size of the in-
formation. This scenario allows the deployment of up to 192 sensors by using a Gaussian dis-
tribution instead of a uniform distribution for the first transmission time of messages. Figure
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4.18 shows that this is true for all the Gaussian distributions considered and that outstanding
performance can be expected when the standard deviation time is 7.5 min. This means that,
when replicating the solution, if a larger amount of information needs to be transmitted per
sensor (for example, because they include additional measurements or other data), a better
approach would be to configure the sensors to follow a Gaussian distribution instead of a
uniform one for the first transmission.

Delivery ratio scenario B7

Figure 4.18: Delivery ratio of scenario B7 depending on the standard deviation and mean
(in minutes) of the Gaussian distribution used to determine the first transmission time of
messages.

It should be noted that 57% of the scenarios studied would not allow the scalability and
replicability of the ICT system. This means that the system would have to reduce the number
of sensors from the demonstration’s 96 sensors in order for the system to be replicated in
scenarios B4.1, B4.2 and B8-B12. By considering these scenarios, it is possible to gain
useful knowledge about the scalability and replicability of the wireless M-Bus system. For
this, Figure 4.19 plots the delivery ratio, the message error ratio, and the gross delivery ratio
of the baseline scenario (B1) and scenarios B4.1, B4.2, B8 and B10. In it, it can be seen
that the delivery ratio and message error ratio are mainly influenced by the conditions set for
the scenarios (no influence of the number of sensors is observed), whereas the gross delivery

82



4.4 – Application of methodology: case studies

ratio, which is related to message collision, decreases slightly when increasing the number of
sensors (except for B8).
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Figure 4.19: Delivery ratio, message error ratio, and gross delivery ratio of scenarios B1,
B4.1, B4.2, B8, and B10.

Scenarios B4.1 and B4.2 in Figure 4.19 show that the impact of background noise is
significant. In urban settings, a background noise level of -90dBm is considered acceptable
and has no effect on the system analysed. However, if the noise is higher, such as -70 or -60
dBm, the system’s capabilities will be significantly reduced. Although the delivery ratio is
close to the acceptable threshold (0.9) in scenario B4.1, its message error ratio is excessive
(≈ 0.2) for the use case. Regarding scenario B4.2, less than half of the new measurements
are received, showing an extremely poor performance.

The impact of wall thickness is shown by scenario B8 in Figure 4.19. Increasing the wall
thickness from 10cm (B1) to 20cm (B8) implies a decrease in the delivery ratio of ≈ 0.15.
Despite this could be considered a moderate decrease (the delivery ratio in scenario B8 is
close to the acceptable threshold of 0.9), in this case the impact on the gross delivery ratio
should also be considered. This ratio is ≈ 0.9 for scenario B8, which means that approxi-
mately 10% of the messages do not reach the data collector. Since this ratio remains quite
stable regardless of the number of sensors, the main cause for non-received messages is not
message collision but the thickness of the obstacles, which prevent messages from reaching
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their destination.
Scenario B10 in Figure 4.19 shows the impact on performance of increasing the deploy-

ment area from 2500m2 to 5000m2. Despite the gross delivery ratio remains invariant with
respect to B1 (low impact of message collision or lost messages), the delivery and message
error ratios are much worse (both are ≈ 0.7). These ratios show an interesting fact: although
70% of the messages are not properly processed due to the presence of errors, the remaining
30% that do not contain errors account for 70% of the measurements that need to be pro-
cessed. This could mean that the data collector cannot process the messages from the sensors
that are further away, since the obstacles and background noise that the signal encounters on
its way decrease the Signal-to-Noise Ratio (SNR) at the receiver, which increases the BER,
and that a second data collector is necessary, which would require further analysis. These
results, together with those presented in a preliminary analysis of this system [170], indicate
that the system presents a high density scalability: As long as the area of deployment does
not increase from 2500m2, the system would be able to support at least 384 sensors [170].
However, the performance of the system is deeply affected when scaling in area size.

Therefore, the boundaries for the scalability and replicability of the wireless M-Bus sys-
tem for smart metering and sensoring using just one data collector are determined by the size
of the information to be transmitted (which can be overcome by implementing a Gaussian
distribution for the first transmission), by the background noise of the environment, by the
size of the area to be covered, and by the thickness of walls. If the information sent in every
message is 38B or less (e.g., using compressed formats), a large number of sensors can be
potentially deployed (at least, 192 sensors) in an area of 2500m2 as long as the background
noise is kept to common levels (-90dBm) and the thickness of the concrete walls is 10cm or
less. Before replicating the solution, the background noise of the site should be measured
to make sure there is not too much interference. Regarding wall thickness, concrete walls
of more than 10 cm in residential buildings are difficult to find, considering that the actual
demonstration building has approximately this thickness and is located in Finland (cold cli-
mate). Thus, the wall thickness is not expected to limit the replicability of the solution; the
fact that it works well with concrete walls of 10 cm makes it very replicable under more
favourable conditions (e.g., warmer areas). However, these aspects should be checked when
considering the replication of the system, when changing its characteristics, and when scaling
up in density.
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4.5 Conclusions

The inclusion of ICT in the scope of a technical SRA would allow a complete understanding
of the scalability and replicability of smart grid solutions, which are increasingly dependent
on ICT.

This chapter has presented a novel methodology to quantitatively perform an ICT SRA in
a smart grid context. This methodology uses SGAM as a basis to characterise the system and
define the scope of the analysis, as a quantitative approach may not be necessary in all cases.
The proposed methodology does not depend on the use case, communication technology, or
the quantitative approach (simulations or experiments) selected.

To validate this methodology, it was applied to two case studies comprising solutions
that use different communication technologies and that are demonstrated in the EU-funded
RESPONSE project. Case study A analyses the scalability and replicability of a Modbus
TCP control and monitoring system for DER, while case study B analyses a wireless M-Bus
system for smart metering and sensoring.

The ICT SRA results of both case studies are summarised by their corresponding ICT
scalability and replicability maps, a novel concept introduced for this type of analysis. These
maps allow for a quick overview of the scalability and replicability of an ICT system and for
an efficient way of estimating the feasibility of potential scenarios that were not explicitly
considered during the SRA.

The application of the methodology shows its effectiveness in analysing, in a structured
way, the scalability and replicability of an ICT system by focusing on the most critical links,
which are identified by a prior characterisation of the system. The clear identification of
requirements and constraints allows to get clear conclusions about the scalability and replica-
bility of the system and the main factors that have an impact on these, regardless of the type
of ICT (wired or wireless), as it could be seen in section 4.4.
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Chapter 5

Impact of cyberattacks to demand and
distributed generation

5.1 Introduction

ICT scalability and replicability in smart grids are desirable features from a techno-economic
perspective, as they reduce the need for costly infrastructure upgrades and deployment times.
However, the potential cyber risk assumed may be related to this scalability and replicability;
highly scalable and replicable ICT systems may present vulnerabilities that can be exploited
by malicious actors, potentially having unauthorised access to a large number of devices that
may alter the operation of the grid. These attacks could be equally scalable and replicable.

Taking into account the large scalability and replicability capabilities of IoT devices at
the consumer level, cyberattacks may not only target utilities’ Supervisory Control And Data
Acquisition (SCADA) systems [171] but try to exploit the vulnerabilities of these devices
[172]. In addition to being more vulnerable than SCADA systems, the surface of attack of
electricity demand is larger, and high-wattage devices such as charging points for electric
vehicles are not continuously monitored by SOs [84], [85]. As mentioned in Chapter 2,
IoT devices generally have lower levels of security [78] and, when massively compromised,
can be used to reduce the security margins of the system, cause load shedding, or cause a
cascading failure that results in a wide area blackout [80], [173], [174]. This chapter will be
devoted to the analysis of the effect of attacks in the power system to this type of devices.

In [175], the authors presented the concept of internet-based load altering attack, identi-
fying direct and indirect loads that could be compromised through the internet, such as data
centers, demand side management loads, and loads directly managed by customers (e.g., air
conditioning, washing machines, etc.).

The term MaDIoT attack was first introduced by Soltan et al. [80] as an attack that
disrupts the normal operation of the power grid by altering the power demand using IoT
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devices to which the attacker has access.
Apart from demand, the increasing connection of DER to distribution grids also expands

the range of possible attacks [81], [176]. If a malicious actor gains control over DER (e.g., by
compromising an inverter [177]), it could impact the functioning of the system [82], [178].
Communication technologies commonly used in the control and monitoring of DER, such as
Modbus, which was the technology analysed in the SRA of section 4.4.1, can be compromised
in a cyberattack (e.g., reconnaissance, data modification and Denial of Service (DoS)) [176],
[179], [180].

This chapter analyses the scalability and replicability of MaDIoT attacks by conducting
two studies. The first study assesses the replicability potential of MaDIoT attacks by analysing
and comparing their impact on power systems with different characteristics. For this, the
IEEE 39 test system and a simplified model of the European power system (PST-16) are
used. These systems differ mainly in their size (network and demand) and generation mix.

The second study expands the concept of MaDIoT attacks to include DER devices within
the scope of the attack. We have called this combination of attacks against demand and DER
devices MaDIoT 3.0 attacks. In addition to this, the impact of demand attacks on the PST-16
system with solar PV DG connected is analysed, so that the replicability of these attacks in
these types of systems, which are becoming more common, can be studied.

This chapter is structured as follows. Section 5.2 briefly presents the state of the art of
MaDIoT attacks. Section 5.3 describes the basic power system models used, the protection
schemes included for the simulation of the attacks, the MaDIoT bot characteristics, the ad-
versary model, and the criteria to consider an attack successful. Then, Section 5.4 analyses
MaDIoT attacks in different power systems, whereas Section 5.5 presents the analysis of
MaDIoT 3.0 attacks. Finally, Section 5.6 outlines the main conclusions.

5.2 State of the art

Load-altering attacks [175], [181] and MaDIoT attacks [80] can disrupt the normal operation
of power grids by altering the demand using IoT devices to which the attacker has access.
These attacks can cause local outages due to load shedding and the actuation of generators’
protections [173], [182]–[186], or alter the energy market [187]. However, the success and
impact of these attacks may depend on the power system analysed [8].

Soltan et al. [80] studied these attacks on the Polish grid model and concluded that these
attacks may be scalable, causing local outages and large blackouts on the grid. However,
[184] later suggested the possibility that the model analysed was not N-1 secure, which would
lead to an overestimation of the impact of attacks.

Huang et al. [184] showed that causing a wide-area blackout in a large North American
regional system through evenly distributed MaDIoT attacks is extremely challenging; even

87



5 – Impact of cyberattacks to demand and distributed generation

if the grid was previously put in a vulnerable state, such attacks would only lead to partial
blackouts due to the disconnection of a portion of the loads (via Under-Frequency Load Shed-
ding (UFLS) protection) and generators (via Over-Frequency Generator Rejection (OFGR)
protection). After this, the system would quickly recover its stability.

In [188], the authors studied scenarios in the IEEE 39-Bus system assuming that the
attacker had advanced knowledge of the topology of the system and the estimated genera-
tion/demand for each node; this would allow the launch of more sophisticated attacks tar-
geting the most vulnerable nodes, which received the name of MaDIoT 2.0 attacks. The re-
sults in [188] presented success rates between 67 and 91% in causing widespread blackouts;
however, the criteria used to consider an attack successful were unclear, and the likelihood
that an attacker has the required system knowledge and resources is presumably low.

In addition to demand devices, DER communications [189] and devices can also be the
target of cyberattacks [81] to disrupt the normal operation of the power system.

Attacks on DER can cause problems with voltage regulation [83] and transient frequency
instability [176], [190]. Solar PV installations can be disconnected from the system by com-
promising inverters and breakers or by inducing low, high, or zero voltage conditions [191].
These attacks may represent a higher risk than attacks on SCADA devices or monitor points
[190], although to really cause an instability problem at the power system level, massive
amounts of DER (e.g., ≥ 35% of solar PV penetration in California [192]) must be compro-
mised.

The potential impact of a combined attack on demand and DER devices has not been
studied in previous work. One could expect that attacking demand and DER would have a
greater impact on the system or, at least, a greater success ratio than performing an equivalent
attack only on demand in a system without DER. However, the benefits that the connection
of DER provide to power systems must be considered.

5.3 Materials and methods

Similarly to [80], [184], [188], the studies presented in following sections use simulations to
analyse the impact of MaDIoT attacks on power systems. These studies have been carried
out within the framework of the EU-funded project eFORT.

The software used for the simulations is DIgSILENT PowerFactory 2022 SP3 (22.0.6.0).

In the following, a brief description of the base test systems used can be found, followed
by an explanation of the protection schemes implemented for the analysis of MaDIoT attacks,
the bot characteristics, the adversary model, and the criteria for attack success.
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5.3.1 Power system models

Two different base systems are used for the analysis: the IEEE 39-bus system and the PST-16
benchmark system. Table 5.1 provides a summary of the characteristics of these models.

Table 5.1: Summary of the characteristics of the IEEE 39-BUS and the PST-16 models.

IEEE 39-BUS PST-16

Frequency (Hz) 60 50
Areas 1 3
Number of buses 39 66
Base active load (MW) 6097.1 15565
Base reactive load (Mvar) 1408.9 2225
Generators 10 16
Generation type hydro, thermal hydro, thermal, and nuclear
Max. active power
generation (MW)

14535 18220

Line capacity (MVA)
Areas A-C: 1572

With USA/Canada: 1231 Areas B-C: 2476
Areas A-B: 2585

Voltage level (kV) 345 380, 220, 110

IEEE 39-Bus

It represents the New England power system, consisting of 39 buses, with a total base load
of 6097.1 MW of active power and 1408.9 Mvar of reactive power (default conditions of the
model in PowerFactory), which are the initial conditions of the system (before the attack) for
the study in section 5.4. Since it is an American system, the electrical frequency is set to
60 Hz. This system has a maximum active power generation of 14535 MW, of which 8500
MW are provided by the generator representing the interconnection with USA/Canada in bus
39. However, the support of this USA/Canada connection is fixed at 1000 MW. Therefore,
the actual maximum active power capacity of IEEE-39 is 6035 MW, and the available reserve
would be 938 MW, since 1000 MW of demand are supplied by the interconnection. The
interconnection bus (bus 39) is connected to the rest of the system through two power lines
with a total capacity of 1231 MVA. In the initial conditions, the load connected to bus 39
consumes 1104 MW, and only 19% of the capacity of the interconnection lines is used.

Regarding the load model, the default dynamic load model of the IEEE-39 system model
in PowerFactory is used.
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PST-16 (Simplified European Model)

The PST-16 Benchmark System [193] consists of three areas (A, B, and C) and 66 buses,
with a total base load of 15565 MW of active power and 2225 Mvar of reactive power, which
are the initial conditions of the system (before the attack) for the studies in section 5.4 and
section 5.5. The maximum active power generation of the PST-16 system is 18220 MW.
Since it represents a European system, the electrical frequency is set to 50Hz.

For this system, the constant impedance load model is used [193]. Regarding the mod-
elling of generators, the ones used by the base model were not altered. Details on the genera-
tor model and grid diagram can be found in [193].

Figure 5.1 shows a simplified diagram of the PST-16 system. Area A represents the north
of Europe, with a high share of hydro generation, and areas B and C represent central and
south Europe, respectively, with high shares of thermal and nuclear. As Figure 5.1 shows, area
C concentrates the loads, so power has to be transferred from area A and B to area C through
two long tie-lines. The capacity of the line connecting areas A-C is 1572 MVA, for B-C it is
2476 MVA, and for A-B it is 2585 MVA. Under the initial conditions (before perfoming the
MaDIoT attacks), the loading of these interconnection lines is 110.1%, 17.3%, and 37.2%,
respectively. The base conditions of the PST-16 system can be considered to correspond to
the peak demand conditions, since it represents 85% of the generation capacity.

North Europe
Active load: 2000MW

Max. Capacity: 5334MW

Active load: 6100MW
Max. Capacity: 6761MW

Max. 2476 MW

Max. 1572 MW

Active load: 7465MW
Max. Capacity: 6125MW

Area A

South Europe
Area C

Central Europe
Area B

Max. 
2585 MW

Figure 5.1: Simplified diagram and main characteristics of the PST-16 benchmark model.
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5.3.2 Protection schemes

Four protection types that are relevant to the study were implemented in the test systems:
overvoltage protections, undervoltage protections, an UFLS scheme, and an OFGR protection
scheme. These are the only protections implemented in the simulated systems.

Overvoltage and undervoltage protections

These protections disconnect the loads when voltage is above (F59 phase overvoltage pro-
tection) or below (F27 phase undervoltage protection) a pre-defined value. Overvoltage pro-
tections are configured to trip when voltage exceeds 1.1 p.u for 10s, whereas undervoltage
protections trip when voltage is below 0.85 p.u for 10s.

UFLS Protection

This protection scheme gradually disconnects loads from the system as the frequency drops
below certain levels, as shown in Table 5.2. The actuation of the protection is instantaneous
for each frequency level.

Table 5.2: UFLS scheme applied for the 50 and 60 Hz models (frequency vs. load to be shed)

Frequency Threshold (Hz)
49 48.8 48.6 48.4 48.2 48
59 58.8 58.6 58.4 58.2 58

Load-shed (%) 5 5 10 10 10 10

OFGR Protection

To protect the generators, the protection trips when the frequency at the generation bus
reaches 51.7 Hz (PST-16) or 61.7 Hz (IEEE 39), which are values similar to those used
in [184]. These protections disconnect the corresponding generator from the system.

5.3.3 MaDIoT bot characteristics

For the analyses, it is assumed that every compromised load (i.e., bot, in the cybersecurity
jargon) consumes 3 kW of active power as in [188]. This could be the case of, for example,
EV chargers. Trying to keep the power factors similar to those in the baseline test systems, the
attack is considered to also imply a variation in the reactive power. The power factor of the
demand (inductive) for the IEEE 39-bus and PST-16 systems is 0.97 and 0.99, respectively.
Therefore, the reactive power of the bot is considered to be 0.69 kvar for the IEEE 39-bus
system and 0.42 kvar for the PST-16 system.
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For the demand, only MaDIoT attacks that increase power consumption are considered,
as in [188]. Therefore, if, for example, 500k bots are compromised, the theoretical demand
increment in the system would be 1500 MW; the actual increment during the simulation
would depend on the load model. As in previous works [80], [184], [188], it is assumed that
target devices can be compromised. Thus, the specific botnet (i.e., a group of bots) architec-
ture is out of scope. However, it can be assumed that the devices are somehow compromised
(e.g., they are accessible from the Internet and keep default passwords), and then malware
is installed on them to allow remote command and control, as in the case of the famous
Distributed Denial of Service (DDoS) attack orchestrated against the Domain Name System
(DNS) provider Dyn back in 2016, which used millions of IoT devices infected with the Mirai
malware [194], [195] and managed to put the Internet against the ropes.

5.3.4 Adversary model

Regarding the attacker, in [188] it is presumed to know details of the grid, such as its topology
and power flows, so that voltage stability indexes can be calculated, identifying the most
vulnerable nodes. This is justified by studies that state that much information can be obtained
through openly available information [196] or by using satellite images (for example, Google
Maps) [197]–[199]. This process can be very time-consuming, and it is extremely complex
to check its accuracy to perform a power flow analysis. Furthermore, the attacker would need
to have access to devices at all the nodes of the system or target specific nodes and try to find
devices connected to those nodes that can be compromised.

However, an attacker may already have a botnet to exploit without knowing exactly where
the bots are connected electrically but with a good idea of their proximity (e.g., by mapping
the IPs). For this reason, it is considered in this document that the attacker does not have
advanced knowledge of the grid, significantly reducing the amount of work the attacker would
need to carry out before the attack and, therefore, increasing the possibility for the power
system to suffer an attempt of MaDIoT attack.

Table 5.3 presents the adversary model according to the modelling guidelines provided
by [200]. As mentioned previously, the adversary knowledge would be oblivious and the at-
tacker does not have physical access to the assets (non-possession adversary access). MaDIoT
attacks are targeted attacks (the objective are high-wattage IoT devices in section 5.4 and, ad-
ditionally, solar PV inverters in section 5.5), and the attacker is considered to have substantial
resources, tools, and skills to carry out the attack (class II). It should be noted that it is as-
sumed that the attacker has managed to compromise the devices and install malware that
allows for command and control, so that the attacker can control a massive number of de-
vices. Since this kind of attack has already been reported in previous work, the feasibility of
the attack is not within the scope of the studies presented in this chapter, which instead focus
on the impact that these attacks may have on the power system.
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Table 5.3: Considered MaDIoT adversary model based on guidelines by [200].

Attack Model

Adversary knowledge Oblivious

Adversary access Non-possession

Adversary specificity Targeted attack

Adversary resources Class II

5.3.5 Criteria for attack success

For all the analyses and systems in this chapter, the attack is considered successful if, at
the end of the simulation, loads have been disconnected (tripping of UFLS, overvoltage, or
undervoltage protections) or if generators had to be disconnected (OFGR protections). This
criterion is similar to that in [183], which considered an attack successful if it trips at least
one over/under frequency protection relay, even if the impact is not catastrophic.

5.4 MaDIoT attacks in different power systems

This section focuses on the impact of MaDIoT attacks on different power systems (IEEE 39
and PST-16, introduced in subsection 5.3.1). This way, the replicability and scalability of the
impact of MaDIoT attacks on an American grid and a European grid can be evaluated con-
sidering that IEEE 39 and PST-16 are quite different in size (39 and 66 buses, respectively),
type of generation, initial demand (≈ 6 GW and ≈ 15.5 GW, approximately), interconnec-
tion capacity, and generation capacity (Table 5.1). These models are selected for the analy-
sis because different power system models including different electrical topologies, demand
distributions, generation structures, and exhibiting different dynamic behaviour may have a
different impact on the success of MaDIoT attacks.

5.4.1 Attack model and Scenarios

The attack model, following the modelling guidelines provided by [200], is presented in Table
5.4. The frequency of MaDIoT attacks is considered to be iterative, as multiple attempts
would be needed to achieve the desired impact. The real-time detection of MaDIoT attacks
by the system operator is extremely difficult to achieve [80], [201] since the attacked devices
are not under the control of system operators, so the reproducibility and discoverability of the
attack can be classified as a multiple-times attack. The functional level of the attack can be
considered level 1 (the manipulation of control equipment / networks) or level 2 (supervisory
equipment, local networks overseeing processes), according to [200]. The attacked assets
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would be high-wattage devices connected via IoT, whose equivalent to the classification in
[200] would be field controllers and human–machine interfaces. The attack techniques used
by the attacker would be the modification of control logic (to activate high-wattage devices),
wireless compromise, and Denial-of-Service of the power grid (final objective of the attack).
Since the attacker needs to obtain unauthorised access to modify control commands, the
attack premises are communications and protocols, as well as asset control commands. With
respect to the attacker, the adversary model presented in subsection 5.3.4 is considered (the
attacker does not have advanced knowledge of the grid).

Table 5.4: Considered MaDIoT attack model based on the modelling guidelines by [200].

Attack Model

Attack frequency Iterative

Attack reproducibility and
discoverability

Multiple-times

Attack functional level Level 1 or 2

Attacked asset Field controllers, human–machine interfaces

Attack techniques
Modify control logic, wireless compromise, and

Denial-of-Service to the power grid

Attack premise
Cyber: communications and protocols, and asset

control commands

To consider that bots are close to each other and to study a worst-case-like scenario, the
analysed attacks in this section only affect three nodes. These nodes and, therefore, the loads
attacked, are selected randomly every time a simulation is executed, in a Monte Carlo-like
way, as opposed to the approach in [188], where the most vulnerable nodes were targeted. In
the analysis, those executions compromising the same loads for the same scenario (repeated
results) are discarded.

For the PST-16 system, the attacked nodes belong to the same area since the closer they
are, the greater the expected impact on the system [188]. Attacks are carried out at t = 1 s at
the same time; this only affects the simulation time, since the simulation already starts with
the system in steady state (result of running a power flow with the initial demand indicated in
Table 5.1)

Table 5.5 shows the scenarios considered for the analysis for each test system. For each
one, the botnet size varies in the range [50 k, 500 k], scaling-up in 50 k steps, and the simula-
tion time is 21 s to keep the computational load at acceptable levels. For the PST-16 system,
a total of nearly 1500 simulations are performed, while the IEEE 39-Bus accounts for 424
simulations.
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Table 5.5: MaDIoT attack scenarios for the IEEE 39-Bus model (New England) and the PST-
16 model (Europe). Only demand is compromised. Botnet size measured in total number of
bots (e.g., 50k = 50 thousand bots)

Scenario Test System Area Botnet Size # Nodes Attacked

US39 IEEE 39 - [50 k, 500 k] 3

EU-A
PST-16

A
[50 k, 500 k] 3EU-B B

EU-C C

5.4.2 Results

The simulation results for the scenarios defined in Table 5.5 are presented and discussed
below.

Success Ratio

To provide an overview of the results and ease the comparison of the two models, Figure
5.2 shows the success ratio (the number of successful attacks divided by the total number of
attacks) of the MaDIoT attacks simulated for the scenarios presented in Table 5.5. In this
figure, the differences in the success ratios between the US39 scenario and the EU scenarios
are noticeable. This was expected, as they present different characteristics.

50 100 150 200 250 300 350 400 450 500
Botnet size (in thousands)

0.0

0.2

0.4

0.6

0.8

1.0

Su
cc

es
s r

at
io

US39
EU-A
EU-B
EU-C

Figure 5.2: Success ratio for different scenarios when increasing the size of the botnet.

For the US39 scenario, it is remarkable that all the simulated attacks that compromised
more than 150 k bots were successful. In fact, the difference between 150 k and 200 k (in the-
ory, increasing from 450 MW to 600 MW) is significant, going from 10% success probability
to 100%. The generation in IEEE-39, without the interconnection with USA/Canada, has in
theory a margin of 938 MW to reach its generation limit, which, from the frequency point
of view, should be enough to face attacks of up to 300k bots. However, after analysing the
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simulations carried out for 300k bots, it was observed that generation does not increase fast
enough after the attack to avoid the activation of first-step UFLS protections in some loads,
since the attack compromises the loads at the same time. The consideration of an attack as
successful if it trips at least one protection is behind the high success ratios. This means that,
under the conditions assumed, it does not matter if the buses affected are close between them
when compromising more than 150 k bots: the attack will always activate UFLS protections
in the IEEE-39 system. Therefore, the attacker does not need advanced knowledge of the
grid: by performing its attack during the peak demand hour, when the generation of the sys-
tem has little margin, the success ratio could be high. It may seem like this contradicts the
results presented in [188]; however, it should be taken into account that the study in [188]
considered a daily load pattern for the grid, so its results may aggregate the success ratio of
carrying out MaDIoT attacks during valley demand hours and during peak demand.

On the other hand, with respect to the PST-16 system, MaDIoT attacks start to be success-
ful in the EU-A and EU-C scenarios for botnets > 200 k bots and, for the EU-B scenario, for
botnets > 400 k. Although EU-A and EU-C end up having a similar success ratio (≈30%) for
the largest botnet size considered, the maximum success ratio for the EU-B scenario is sig-
nificantly smaller (≈10%). As Figure 5.1 shows, areas A and C are the areas with the highest
gap between generation capacity and demand: area A has more generation than demand,
while area C needs to import power from outside the area.

Therefore, Figure 5.2 shows that the number of bots needed to have a successful attack is
lower in the IEEE 39-Bus system than in the PST-16, as it is also a smaller system with fewer
generation capacity.

Impact of MaDIoT Attacks on Test Systems

Despite the fact that IEEE 39-Bus and the PST-16 grid models present different success ratios
to the MaDIoT attacks, the success ratio is not tantamount to the degree of the impact (the
number of loads and/or generators disconnected): a 100% success ratio may be achieved
activating just one protection whereas a 30% success ratio may involve a wide area blackout.

Table 5.6 shows the average generation and demand disconnected in successful MaDIoT
attacks to 500k bots in the US39 and EU-C scenarios (EU-C is the highest impact scenario
for the PST-16 model). The IEEE-39 is a smaller system, with less generation, so the relative
magnitude of compromising 500k bots (in theory, 1500 MW) is higher than in the PST-16 sys-
tem. Therefore, it could be expected a higher impact on IEEE-39 than in PST-16. However,
this table shows that although the average demand affected is similar in both scenarios, in the
US39 scenario generation is not disconnected (OFGR) and the disconnection of demand was
observed to be due to the activation of UFLS protections. On the other hand, in the EU-C
scenario the disconnection of demand is mainly due to undervoltage protections, although the
dynamics caused by the attack also activate some UFLS protections.
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Table 5.6: Average impact on the system when successfully attacking 500k bots in the US39
and EU-C scenarios.

Scenario Botnet Size
Average Generation

Disconnected
Average Demand

Disconnected

US39 500 K 0 MW 983.64 MW

EU-C 500 K 1515.28 MW 938.84 MW

To compare the impact on the two systems, two high-impact cases (one per model) have
been selected for analysis. Both cases represent attacks to 500k bots (in theory, 1500 MW,
as the load model has to be considered). The results of these two cases are plotted in Figures
5.3, 5.4 and 5.5, which are discussed below.

Figure 5.3 plots the frequency (Hz), the voltages (p.u), and the relative rotor angle of
generators (with respect to the reference generator) against time when compromising a total
of 500 k bots within loads 30, 31, and 34 in the PST-16 model (one high-impact EU-C
scenario). The time of the attack (t = 1 s) is indicated by “*” in the x-axis. For the frequency
and voltages, only the information for six buses is plotted, including the buses to which the
attacked loads are connected, to keep the figure visually simple. Regarding the relative rotor
angle, only three generators from area C are represented. Additionally, for each plot in the
figure, the first activation of each type of protection is represented by a red-dotted vertical
line (except for the OFGR protection, for which the three activations are shown).

Figure 5.3 shows how the attack significantly destabilises the PST-16 system. Figure 5.4
shows a zoom on the frequency and the relative rotor angle during the first 10 seconds of the
case shown in Figure 5.3. Starting with the frequency, the attack has, at first, a reduced impact
that is noticeable for a few seconds; a slight oscillation between the areas is observed, but
the system manages to confine frequency variations and is apparently stable. Nevertheless,
by t = 15 s, area C diverges from the other two areas. The frequency of bus C10, which
has generation connected, drops suddenly to 46 Hz at around t = 18.5 s. These frequency
variations about 12 s after the attack are explained by the loss of the rotor angle stability of
the system.

The middle plot of Figure 5.3 clearly shows the immediate high impact that the attack
has on the voltages of area C. It is worth recalling that area C, prior to the attack, was al-
ready working under what could be considered peak-demand conditions and that, under these
conditions, the area was already dependent on the power imports from the other two areas:
before the attack, the line A-C was working at 110% of its capacity (max. 1572 MVA), and
line B-C was working at 17.3% (max. 2476 MVA). The voltages of the buses attacked drop
significantly to just above the limit configured for the tripping of the undervoltage protections.
However, due to the sudden increase in demand caused by the attack, the system loses rotor
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Figure 5.3: Frequency, voltages, and relative rotor angle of generators when attacking 500k
bots in loads 30, 31, and 34 in the PST-16 system (EU-C scenario with high impact). Attack
at t=1s (indicated by *).

angle stability and goes into voltage collapse. The bottom plot of Figure 5.3 shows that the
rotor angles in the generators of area C start to diverge with respect to the reference genera-
tor after some initial oscillations. Therefore, the system experiences a rotor angle stability
problem that leads to a voltage collapse.

Since voltages drop below 0.85 p.u for more than 10s (Figure 5.3), undervoltage protec-
tions start tripping (indicated by the red-dotted line in the voltage plot), disconnecting loads
from the system. The actuation of undervoltage protections, together with the UFLS (red-
dotted line in the frequency plot) and OFGR (red-dotted lines in the relative rotor angle plot)
protections in the frequency domain, are among the main causes for the oscillations in the
15–20 s interval. After the actuation of the protections, the system seems to recover by t =
20 s but with rather low voltage levels (e.g., at Bus C10). By that time, nearly 2.9 GW of
generation has become disconnected from the system due to the OFGR scheme. However,
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Figure 5.4: Zoom to the frequency and relative rotor angle shown in Figure 5.3 for the first
10 s. Attack at t=1s (indicated by *). PST-16 system (EU-c scenario with high impact)

the impact could be different if further protection features were implemented (e.g., distance
protection with/without out-of-step protection). In this case, despite facing an increase in
the demand due to the attack (theoretically, 1500 MW, but, in practice, less due to the load
model), the system ends up with around 3 GW less demand than before the attack (≈20% de-
crease), due to the disconnection of loads (UFLS and undervoltage protections). This means
that not only the equivalent to the extraordinary demand caused by the attack had to be dis-
connected from the system but also that more loads had to be disconnected for the system to
recover. The loads disconnected include the ones attacked (loads 30, 31, and 34),

Similarly to Figure 5.3, Figure 5.5 plots the frequency and voltages when attacking 500
k bots in loads 12, 16, and 28 in the IEEE 39-Bus system (one high-impact US39 scenario),
indicating with a red-dotted vertical line when the UFLS protections activate.

In the case plotted, the immediate impact of the attack on the frequency and voltages of
the system is significant. It can be observed that the frequency drops by 1 Hz in approxi-
mately three seconds. Below 59 Hz, the UFLS scheme starts actuating, as described in Table
5.2. This softens the drop in frequency; only when it reaches ≈58.6 Hz does the system start
to increase the frequency. However, the recovery is slow. In this case, the system manages
to keep all voltages within limits, so the only protections tripping are the UFLS protections.
These protections shed about 1.1 GW of loads along the system. Nevertheless, despite dis-
connecting loads, the total demand of the system increases by 76 MW with respect to the
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demand before the attack (≈1.2% increase). This means that, practically, the amount of de-
mand disconnected is equivalent to the demand increase provoked by the attack. However, the
shedding also affects legitimate loads as UFLS protections make no distinction. Compared
to the EU-C case analysed in Figure 5.3, the relative impact is smaller because the system
manages to maintain its stability, despite the relative magnitude of the attack being greater
than in the EU-C case.
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Figure 5.5: Frequency and voltages when attacking 500 k bots in loads 12, 16, and 28 in the
IEEE 39-Bus system (US39 scenario with high impact). Attack at t=1s (indicated by *).

Therefore, although any attack compromising any three buses in the IEEE 39-Bus system
may be successful, its impact could be relatively low, equivalent to the magnitude of the
attack. On the other hand, destabilising the PST-16 system is more difficult as it is larger
and has more resources to face the attack; however, as discussed, a successful attack can
significantly affect the stability of the system, causing the partial disconnection of loads and
generation.

The results presented also show the different types of impact that MaDIoT attacks have on
different grids (i.e., replicability of the attacks). In the case presented for the PST-16 system,
the attack mainly affects rotor angle instability in area C (area attacked in the analysed case)
and voltages, whereas for the IEEE 39-Bus system the main impact was on the frequency,
since it does not have enough generation capacity for large attacks.

It should be noted that these results correspond to a scenario where demand is high, and
the attack affects only three electrical nodes that are relatively close among them. In the PST-
16 system, the success ratio and impact of the attack can be expected to be lower when the
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attack is distributed among a greater number of nodes (while keeping the same botnet size),
when initial demand is low, or when distant nodes are the ones affected (for example, when
only one node per area is attacked in the PST-16 model). Therefore, not only the size, but
also the location of the attack has an impact on the survival of the system, i.e., whether or
not the attack can destabilise the power system. For IEEE-39, location aspects may not affect
the impact that much, as its main problem is in the frequency domain, not having the proper
generation to face the attack.

5.5 MaDIoT attacks and distributed energy resources:
MaDIoT 3.0

Modern electricity grids are increasing the penetration of DER, many of which are being
installed by prosumers.

This section analyses the replicability of the impact and success of MaDIoT attacks in the
PST-16 system (simplified European system) with distributed solar PV generation connected
to area C; and the success and impact on the power system when attacking the connected
solar DG together with demand. In this study, only the PST-16 system is used with the same
initial demand as in the previous study (Table 5.1). The consideration of DER devices as
potential targets of the attack has received the name of MaDIoT 3.0 attacks in this chapter, as
an evolution of MaDIoT [80] and MaDIoT 2.0 [188] attacks (Figure 5.6).

Attacks on high-
wattage IoT devices of

demand.

Attacker with advanced
knowledge of the grid.

Attack on high-wattage IoT
devices of the demand
connected to the most

vulnerable nodes. 

Attacks on high-wattage
IoT devices of demand and

on Distributed Energy
Resources (DER) devices.

MaDIoT 3.0MaDIoT 2.0MaDIoT

Figure 5.6: Evolution of MaDIoT attacks.

To perform this analysis, and to be able to compare the impact of connecting DG, dis-
tributed solar PV generation was connected to buses that have loads, but not bulk generation,
in area C of the PST-16 model. This area was selected because of:

a) Its representation of southern Europe in the PST-16 benchmark model. Spain’s availa-
ble data on distributed solar PV penetration can be extrapolated (see Appendix C).

b) Its mismatch between active load and maximum bulk generation capacity (Figure 5.1).
Area C has less generation capacity available than other areas.
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c) The success ratio of common MaDIoT attacks in this area is around 30% (Figure 5.2)
without distributed generation. This allows for a better comparison of the impact of the
attack when considering solar PV generation.

Figure 5.7 shows a simplified diagram of area C of the PST-16 system with the placement
of distributed solar PV generation.
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Figure 5.7: Simplified diagram of area C in the PST-16 system with distributed solar PV
included.

The penetration degree of DG that is applied in the study corresponds to the one estimated
for Spain for the year 2030 (10% of the instant power of the demand supplied with distributed
solar PV). Since area C could represent the South of Europe, this value was calculated by
extrapolating actual data about solar PV generation in Spain (connected to up to 145kV).

To estimate the penetration level of distributed solar PV in Spain in 2030, first it is
necessary to estimate the current level (year 2023), to be use as a basis. For this, data updated
by the Spanish regulator on March 2023 was used [202]. Then, for 2030, the percentage
was calculated based on the information published by the Spanish TSO (i.e., Red Eléctrica
de España) on the generation that is awaiting its start-up and has permission to connect to
the distribution network; it is safe to assume that this generation will be operational by 2030
[203]. It is estimated that, by 2030, the penetration level of distributed solar PV will be 10%.
Appendix C describes how the estimated value of 10% was obtained, and Table C.3 in the
appendix shows the solar PV power that is connected to each bus in area C, summing up
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546.5 MW in total. For simplicity, this generation was modelled in PowerFactory as static
generators with constant reactive power control. Since DG is included, bulk generation has to
decrease. It was assumed that the penetration of distributed solar PV in Area C (546.5 MW)
reduces the number of bulk generators in two generation units (approximately, 433 MWs of
generation under initial conditions). The maximum active power limit of bulk generation in
the PST-16 system is reduced in 900 MW, which should not be a problem since there is still
enough reserve to face attacks.

Table 5.7 shows the initial conditions (before the attack) for the PST-16 system with DG
in area C and compares them with the initial conditions of the base PST-16 system (without
DG).

Table 5.7: Initial conditions of the PST-16 system with DG in area C compared to the base
PST-16 (without DG).

PST-16 with DG in area C Base PST-16 (without DG)

Active load (MW) 15565 15565
Reactive load (Mvar) 2225 2225

Max. Active power (MW)
limit (bulk generation)

17316.2 18220

DG in area C (MW) 546.5 0

Interconnection loading (%)
Areas A-C: 109.3% Areas A-C: 110.1%
Areas B-C: 13.7% Areas B-C: 17.3%
Areas A-B: 37.3 Areas A-B: 37.2%

5.5.1 Attack model and Scenarios

The attack model for an attack on DER would be similar to that of high-wattage IoT devices
in the demand (Table 5.4). However, control servers could also be part of the compromised
assets, and attack techniques would also include ”module firmware” [200] to modify the
control objectives of DG inverters. With respect to the attacker, the adversary model presented
in subsection 5.3.4 remains unchanged.

Table 5.8 summarises the characteristics of the scenarios analysed in this section. To
improve the readability and understanding of the analysis of results, the name of each sce-
nario follows the pattern depicted in Figure 5.8. On average, each scenario counts with 165
simulations.

As in the study presented in section 5.4 the nodes to which the compromised loads are
connected are selected randomly every time a simulation is executed, in a Monte Carlo-like
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Figure 5.8: Explanation of the pattern followed for the names of the scenarios.

way. Regarding the attack to DG, the simulation program selects those nodes whose DG
power, when aggregated, is equal to the indicated value in the scenario. This means that there
are no partial disconnections of DG within the same bus: if the bus is selected, all its DG is
disconnected in the attack.

Table 5.8: Scenarios analysed for the PST-16 system with 546.5 MW (10% of demand in
Area C) of distributed solar PV connected in Area C.

Scenario
Attack on demand Attack on DER Total

Area
No.

nodes
Botnet

size
MW Area MW (MW)

3C1500 0 C 3 500k ≈ 1500 – 0 ≈ 1500
3C1350 0 C 3 450k ≈ 1350 – 0 ≈ 1350
3C1200 0 C 3 400k ≈ 1200 – 0 ≈ 1200
3C953 546 C 3 318k ≈ 953 C 546.5 ≈ 1500
3C1225 225 C 3 408k ≈ 1225 C 225 ≈ 1450
3C525 525 C 3 175k ≈ 525 C 525 ≈ 1050
3A953 546 A 3 318k ≈ 953 C 546.5 ≈ 1500
3B953 546 B 3 318k ≈ 953 C 546.5 ≈ 1500
6C1500 0 C 6 500k ≈ 1500 – 0 ≈ 1500
6C953 546 C 6 318k ≈ 953 C 546.5 ≈ 1500
6C1500 546 C 6 500k ≈ 1500 C 546.5 ≈ 2046

The first three scenarios (3C1500 0, 3C1350 0, and 3C1200 0) aim to evaluate the im-
pact of traditional MaDIoT attacks (i.e., only demand is compromised) on the system with
distributed solar PV generation. Since the connection of DG modifies the initial state of the
system from the one used for the analysis in the previous section, a different response to the
attack and different success ratios can be expected.
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The next three scenarios (3C953 546, 3C1225 225, and 3C525 525) allow the analysis
of the impact of MaDIoT 3.0 attacks that combine demand and DG attacks performed at the
same time. This means that the attacker manages to increase the demand and, at the same
time, disconnects solar PV DG.

In addition to this, five additional scenarios are considered to get further insights about the
impact of MaDIoT 3.0 attacks. Two scenarios (3A953 546 and 3B953 546) allow to analyse
the impact when the compromised demand and the compromised DG do not belong to the
same area. This may be the case if an attacker only managed to find and exploit vulnerabilities
in technologies, systems, or devices that were replicated more extensively in certain regions.
The remaining three scenarios (6C1500 0, 6C953 546 and 6C1500 546) allow to analyse the
impact of doubling the number of nodes attacked while keeping the botnet size invariant.

5.5.2 Results

The results for the scenarios defined in Table 5.8 are presented and discussed below.

Impact of connecting distributed generation

Figure 5.9 shows the success ratios of MaDIoT attacks in scenarios 3C1500 0, 3C1350 0,
and 3C1200 0 compared to the success ratios previously obtained for the base PST-16 system
model (without distributed solar PV connected, section 5.4).
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Figure 5.9: Success ratio of traditional MaDIoT attacks (demand compromised) in the PST-
16 system with and without DG.

It can be seen in Figure 5.9 that, for the three scenarios, the success ratio of traditional
MaDIoT attacks in the system with solar PV DG connected in area C is significantly lower
than in the system with only bulk generation. In fact, the success ratio only becomes relevant
when 500k bots are attacked (3C1500 0).
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The results presented in section 5.4 showed that the attack in area C mainly affected
rotor angle instability and voltages. As Figure 5.10 shows, the connection of DG in area C
increases the voltages of the nodes (average increase of 0.99%), putting the system in a better
initial state to face the attack. Furthermore, the DG units added to area C were modelled in
PowerFactory as static generators with constant reactive power control. This would explain
the decrease in the success ratio.

Figure 5.10: Comparison of bus voltages in area C when DG is connected.

However, it was previously mentioned that the success ratio may not be indicative of the
impact of the attack. To gain an understanding of the magnitude of the attack’s impact on
the PST-16 system with DG, the simulated case with the most significant effect is analysed
below.

Figure 5.11 plots the frequency (Hz), the voltages (p.u), and the relative rotor angle (de-
grees) of generators in area C (with respect to the reference generator) against time when
facing an attack defined for scenario 3C1500 0. The time of the attack (t = 0.5 s) is indicated
by “*” in the x-axis. For the frequency and voltages, only the information for five buses
is plotted, including the buses to which the attacked loads are connected (loads 27, 30 and
34 connected to buses C13, C14a and C16, respectively), to keep the figure visually sim-
ple. Regarding the relative rotor angle, only three generators of area C are represented. The
red-dotted line in the voltage plot shows when the undervoltage protections are activated.

The results in Figure 5.11 show that the attack has a lessened effect on the frequency
of PST-16, with it dropping below 50 Hz for a few seconds before returning to the nominal
value. Additionally, the voltage of the targeted buses decreases, with bus C13 dropping to
just above the limit of the undervoltage protections (0.85 p.u). However, it goes below this
limit by t ≈ 6s, which causes the activation of the protections after ten seconds, as indicated
by the red-dotted line.
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Figure 5.11: Frequency, voltages, and relative rotor angle of generators in scenario 3C1500 0
(highest impact observed). Attack at t=0.5s (indicated by *)

As before, this is related to rotor angles, which are affected by the attack, as shown in the
bottom plot of Figure 5.11. The rotor angles in the generators of area C start to diverge with
respect to the reference generator right after the attack, causing a progressive decrease in the
voltages of the area. The activation of the undervoltage protections by t ≈ 16s, disconnecting
600 MW of demand, provokes a disturbance in the rotor angles and a slight desynchronisation
of the frequency of the areas of the system. However, the undervoltage protections have the
desired effect and avoid voltage collapse: voltages return to normal operation values and the
rotor angles recover stability without the actuation of OFGR protections. In this case, by the
end of the simulation, the system ends up with 188 MW less demand than before the attack
(1.2% decrease). This is a much lower impact than the one analysed in Section 5.4 for the
system without DG (20% decrease).

In addition to this case, it was simulated a case in which the same loads that were attacked
in Section 5.4 are targeted for the system with DG; the results obtained show that the attack
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would not be successful (i.e., no protections were activated) under these new conditions. The
same way around, when simulating the case just presented in Figure 5.11 in the base PST-16
system (without DG), the attack is successful and provokes the disconnection of ≈ 2GW of
generation and the protections disconnect a large number of loads, decreasing the demand
of the system in ≈ 13% with respect to the initial demand. This shows the great positive
effect that the presence of just 10% of distributed solar PV generation in area C has on the
stability of the PST-16 system when facing MaDIoT attacks, modifying their scalability and
replicability in this system.

Impact of MaDIoT 3.0 attacks

Once it has been analysed the impact that connecting solar PV DG to area C of PST-16 has
on the success ratio of traditional MaDIoT attacks in this system, the impact of performing
combined attacks targeting high-wattage IoT demand and solar PV inverters (MaDIoT 3.0
attacks) is assessed.

Table 5.9 shows the success ratio of MaDIoT 3.0 attack scenarios in area C. The highest
success ratio in this table is achieved by scenario 3C953 546, with 3.91% of successful at-
tacks. This is lower than the success ratio obtained for scenario 3C1500 0 (12.5%), despite
both scenarios are equivalent in terms of total power affected (≈ 1500MW, in theory). This
means that the amount of demand attacked, distributed in just three nodes, has a greater in-
fluence on the success ratio than attacking all the DG connected to area C (546.5 MW). This
can also be appreciated in scenario 3C525 525, with a null success ratio when decreasing
the amount of demand attacked. This is because, while demand attacks are focused on three
nodes in this study, the 546.5 MW of DG that are attacked are distributed along area C (mul-
tiple nodes, as presented in Figure 5.7), having less impact.

Table 5.9: Success ratio of MaDIoT 3.0 attacks on area C. Below, for comparison, success
ratio of traditional MaDIoT attacks in the PST-16 with DG.

Scenario Success ratio

3C953 546 3.91%
3C1225 225 1.79%
3C525 525 0%

3C1500 0 12.5%
3C1200 0 2.17%

However, this does not mean that the attack on DG has no effect: scenario 3C1225 225
shows that increasing the demand attacked while decreasing the amount of DG attacked
would not guarantee more success with respect to scenario 3C953 546. In terms of impact,
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protections in 3C1225 225, in general, disconnect less loads than in 3C953 546, having a
lesser effect on the system.

On the other hand, apart from the DG in area C, an attacker may only have access to
high-wattage IoT devices of the demand of other areas (A and B) for different reasons (e.g.,
socioeconomic aspects, better replicability of the systems, etc.). To assess this, Table 5.10
shows the success ratio of MaDIoT 3.0 attacks when the targeted demand is in different areas
of the PST-16 system (A, B or C). The three scenarios define attacks on the same amount of
demand and DG.

Table 5.10: Success ratio of MaDIoT 3.0 attacks on different areas.
Scenario Success ratio

3A953 546 4.76%
3B953 546 0%
3C953 546 3.91%

While attacks on demand of areas A and C have similar success ratios (4.76% and 3.91%,
respectively), if the attacked demand is in area B, the success ratio based on the simulated
attacks is 0%. These differences between areas are in line with the success ratios presented
before in Figure 5.2 for traditional MaDIoT attacks, where the success ratios of attacking only
1500 MW demand (500k bots) in A and C are also similar between them, and higher than for
area B. Therefore, performing multiple-area MaDIoT 3.0 attacks do not really increase the
success ratio in the PST-16 system under the analysed conditions.

Finally, the success ratio of MaDIoT 3.0 attacks is evaluated when doubling the number
of nodes to which the attacked demand is connected (from three to six). This would be
the case if the vulnerable high-wattage IoT devices are more distributed along area C (i.e.,
better regional replicability). This also allows to slightly equate the conditions of the attacked
demand to the conditions of the attacked DG (more distributed), which was identified as one
of the main causes for the different impact of the two targets. Table 5.11 shows the success
ratios for scenarios 6C1500 0, 6C1500 546 and 6C953 546.

Table 5.11: Success ratio of MaDIoT 3.0 attacks when considering six buses for the attacked
demand.

Scenario Success ratio

6C1500 0 0%
6C1500 546 13.33%
6C953 546 0%

It is remarkable that merely attacking demand in six nodes dilutes the success ratio to
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0%, compared to the 12.5% obtained when considering three nodes (3C1500 0 in Figure
5.9). This means that the PST-16 system manages to face the attack without the activation of
any of the protections in the system. To increase the success ratio, it should be combined with
attacks to the DG to increase the impact on voltages, as scenario 6C1500 546 shows. In this
case, less demand per node is compromised (but in more nodes), and all the DG is attacked,
achieving a success ratio of 13.3%.

The results presented in this section provide interesting scalability and replicability in-
sights about the connection of DG to area C of the PST-16 system and its impact on MaDIoT
3.0 attacks. Traditional MaDIoT attacks, where only demand is compromised, do not repli-
cate the success and impact in the PST-16 system when 10% DG is connected to area C, due
to the change in the initial conditions of the system (e.g., higher initial voltages in area C due
to the connection of DG).

When performing MaDIoT 3.0 attacks in the PST-16 system, it was observed that the
amount of demand attacked had a greater influence on the success ratio than the attacked DG,
although the latter was relevant to achieve some success. On the other hand, attacking the
demand of areas different from where DG is attacked would not increase the success ratio
of the attack under the analysed conditions for PST-16. In the same way, distributing the
attacked demand between more buses would significantly decrease the success ratio, unless
larger attacks are performed.

5.6 Conclusions

High-wattage IoT devices at the consumer level of electricity grids, as well as devices in-
volved in the control of DER, could be new attack vectors, since they would be deployed
along power systems. Therefore, knowing to what extent MaDIoT attacks could affect different
types of systems, under different conditions, becomes essential as the number of these devices
increases.

This chapter has first analysed the replicability of MaDIoT attacks in two power system
models representing a simplified version of Europe and New England (PST-16 model and
the IEEE 39-Bus model, respectively), expanding and complementing the studies performed
by previous work. Then, the replicability of MaDIoT attacks in the PST-16 system with
distributed solar PV generation was assessed, as well as the impact of MaDIoT 3.0 attacks,
which combine attacks to demand and DG.

For the traditional MaDIoT attacks, the results have shown how the success ratio of the
attacks depends on the power system affected. The IEEE 39-Bus system presents success
ratios of up to 100%, while the maximum success ratio obtained for the PST-16 system is
around 30% and depends on the area attacked. However, a more detailed analysis of high-
impact cases has shown that higher success ratios do not necessarily mean a higher impact
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for these systems. The PST-16 system is larger and has more resources to face the increase
in demand caused by the attack, but a high-impact attack can cause a blackout equivalent to
20% of the initial demand, experiencing an impact greater than the magnitude of the attack.
In the IEEE 39-Bus system, where the same attack is larger in relative terms, the analysed
high-impact case just resulted in an impact equivalent to the magnitude of the attack, since
its main problem is related to its power generation capacity.

However, the connection of distributed solar PV generation to area C of the PST-16 sys-
tem increased the voltages by ≈ 1% on average, changing the response of PST-16 system to
the attack and thus not replicating the same success and impact, significantly reducing both.
Regarding MaDIoT 3.0 attacks, demand had a greater influence on the success of the attack
than the DG, mainly due to the different concentration of these. Distributing the attacked
demand among more buses or attacking the demand in areas different from the one with the
attacked DG would result in a lower success ratio in the PST-16 system. This means that, un-
der the analysed conditions for the PST-16 system, the local scalability and replicability (i.e.,
deployment in few nodes) of vulnerable high-wattage IoT devices in the demand become
more relevant for MaDIoT 3.0 attacks than regional replicability (i.e., deployment distributed
within the area or between areas of the same system).

High-wattage IoT devices and the equipment involved in the operation of DER should
comply with cybersecurity standards and regulation, and undergo strict tests to minimise the
risk of being compromised and used in a MaDIoT type of attack. At the system operation
level, TSOs and DSOs should consider these attacks in their cyber risk management plans.
TSOs and DSOs should also collaborate, be coordinated, and exchange information between
them for a more efficient, reliable, and secure operation of the electricity system.
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Chapter 6

TSO-DSO data exchange for resilient
operation

6.1 Introduction

The complexity of DER integration and the increasing volume of available data make it
necessary to develop and implement communication architectures that are efficient and intero-
perable to exchange information between the different actors of the power system. In Europe,
better cooperation between the TSO and the DSO for the overall optimisation of the system
is identified as of great importance [204].

The provision of system services by DER and/or demand could be a way for SOs not
only to avoid costly upgrades of the grid, but to increase system resilience against MaDIoT
3.0 attacks analysed in Chapter 5.5. Through the real-time activation of these services, SOs
could try to minimise or even eliminate the harmful consequences of these attacks.

However, to make this a reality, further improvements in coordination and information
exchanges between all stakeholders (and especially those involving TSOs and DSOs) is
necessary. In recent years, many EU-funded research projects have focused on this, develo-
ping data platforms and ICT architectures so that SOs can exchange data and coordinate their
actions efficiently and reliably [205].

The academic literature has focused mainly on business and functional aspects when ad-
dressing this aspect [10], [206]–[209]. However, the ICT component is becoming more rele-
vant, as the standardisation and interoperability level of the ICT systems deployed will deeply
affect the final cost of implementation of a TSO-DSO coordination scheme [210]. In addition
to this, in Europe, the interconnection of power systems from an electrical point of view also
requires reliable communication exchanges between operators.

Regarding ICT, Lambert et al. [211] presents a general ICT architecture for data ex-
change using commonly used protocols in Europe. However, different ICT advances have
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been made in the last few years, some of which are discussed in this chapter. At the informa-
tion layer, reference [212] mainly reviews how CIM has been implemented by different Eu-
ropean projects and which gaps are still present for interoperability. Reference [213] presents
a description of each data exchange in a TSO- DSO coordination scheme, describing the type
of data, the importance, the time domain, and source/user of the data, but without discussing
the communication protocols and standards for each data exchange.

To achieve effective data exchange between the stakeholders of the electric power ecosys-
tem, a previous identification and exchange of data models, protocols, platforms, etc. that can
be used is needed. Then, SOs and service providers must agree on communication protocols
and platforms, as well as increase the interoperability of their systems.

As a contribution to this process, this chapter analyses some of the ICT architectures for
the coordination of SOs demonstrated in five EU H2020 projects: SmartNet [214], CoordiNet
[215], TDX-Assist [216], INTERRFACE [217], and EU-Sysflex [218]. These architectures
are analysed at the communication and information layer of the SGAM, analysing the cover-
age of the most widely used information standards for the exchange of specific types of infor-
mation and discussing the adequacy of two alternative types of protocols (publish-subscribe
and client-server) for different data exchanges, so that common approaches and gaps are
identified and discussed.

This chapter is structured as follows. Section 6.2 introduces and describes the ICT ar-
chitectures for TSO-DSO data exchange used in the EU H2020 projects mentioned above.
Section 6.3 analyses and compares the application of the different communication protocols
and standards used in these projects. Finally, Section 6.4 outlines the main conclusions of the
chapter.

6.2 ICT architectures for TSO-DSO data exchange

6.2.1 Interactions between electricity system actors

The development of system services would require two essential things: a market, so that
the conditions are the same for all the providers and the most cost-effective solutions can be
selected; and better coordination and information exchange between all the stakeholders.

The design of the market, and who operates it, determines the communication flows and
operational and information exchange processes that will take place between the participants,
especially the SOs, for the acquisition and activation of services. In the specialised literature,
the different market, operational, and information exchange designs are known as coordina-
tion schemes [10].

Coordination schemes can be defined from a market or ICT perspectives. The Active
System Management (ASM) report [219] defined the coordination schemes focusing on
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TSO–DSO communication in general. However, different EU-funded projects consider different
market models under different names. For example, the CoordiNet project, in general, conside-
red separate markets for balancing and congestion management, while SmartNet considered
a joint market for balancing and congestion management. On the other hand, the INTER-
RFACE project provides integration of different markets (e.g., congestion and wholesale,
or congestion and balancing) and different options for TSO-DSO coordination [220]. The
equivalent coordination schemes discussed in the ASM report [219] and the H2020 projects
SmartNet, CoordiNet, and INTERRFACE are presented in Table D.1 in Appendix D.

The analysis of the different TSO-DSO coordination schemes is not within the scope of
this chapter. However, since these involve the establishment of communication links between
SOs, it is necessary to have an idea of their approach in terms of ICT. At a high level, and
considering ICT, two main approaches can be distinguished:

1. Common market platform: There is a unique platform that is operated by either
the TSO (requiring the DSO to send its constraints) or by an independent operator
(requiring both the TSO and DSO to send their constraints). For these communications
of constraints and other market information to SOs, the same platform or an additional
one may be used.

2. Multiple market platforms: This consists of a Local Market (LM) platform for the
DSO and one central market platform for the TSO. Depending on the coordination
scheme, these markets may operate in different ways, affecting the communication
needs. At a high level, two common ways of operation are:

(a) LM dispatches the units located at the distribution level and the central market
dispatches the remaining flexibility available at the distribution level together with
the flexibility at the transmission level. Therefore, the markets are decoupled and
not synchronised in real time.

(b) LM and the central market dispatch their own resources but require coordination
between TSO and DSO (e.g., the TSO may provide set points to the DSO).

Among the different models, the centralisation of the market (i.e., common platform)
currently constitutes the main one implemented [10]. However, other schemes could allow
the provision of local services to DSOs, improving the resilience of the distribution grids,
and improve cost efficiency by having a more liquid market and economies of scale [209].
These benefits, compared to those provided by the centralisation of the market, could be high
enough to neglect the ICT costs required for the transition. In fact, ICT costs may not be a
barrier to choosing one model or the other [221].
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6.2.2 ICT architectures in European projects

In this section, the ICT architectures implemented in the demonstrations deployed in different
European research projects are reviewed, focusing on the information and communication
layers of the SGAM. For simplicity, only the demos focused on congestion management are
considered; in terms of ICT, other types of services should not involve great changes at the
high level.

SmartNet

The aim of the Horizon 2020 funded project SmartNet (2016-2019) was to provide architec-
tures for TSO-DSO coordination for system services. Of the three demos carried out in this
project, only the Danish and Spanish demos had congestion management as one of their use
cases.

The ICT architectures presented in [222] mainly propose a set of data models and stan-
dards that could be used for each communication link, but do not specify the communica-
tion protocol or technology for each specific demonstrator, due to the lack of information
regarding ICT requirements for the use cases. Nonetheless, [222] does assess which links
may require wired or wireless technologies based on latency and security requirements. The
architectures for the Danish and Spanish pilots are briefly described below for the congestion
management use case and summarised jointly in Figure 6.1:

1. Danish pilot [223]. In this pilot, congestion management is done through aggregated
consumption shifting and load curtailment mechanisms of 30 summer houses. In this
pilot, the common TSO-DSO market coordination scheme of SmartNet is applied.

Two different ICT systems are employed: system A, which includes the IoT hardware
deployed in the houses that mostly use non-standard protocols and which is out of
the scope of this analysis; and system B, which is related to the LV grid and uses
International Electrotechnical Commission (IEC) standards.

Within system B, the standards proposed for market-related communications (require-
ments, bids, and market results) are CIM standards (IEC 62325, IEC 61968, and
IEC 61970). For the communications between the Commercial Market Party (CMP)
management system and the DER aggregator’s management system, as they are re-
lated to network operation (activation signals), the standards include IEC 61850, IEC
60870-5-101/104, IEC 60870-6/TASE.2 (Inter-control Centre Communications Proto-
col (ICCP)), OpenADR, IEC 62056 (DLMS/COSEM) as well as a Representational
State Transfer (REST) architecture. Excluding REST, these standards are also pro-
posed for the technical communications between DER units and aggregators. Regarding
physical connections, only the link between the market management system and the
CMP’s trading system would require a wired connection [222].
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2. Spanish pilot [224]. This pilot tested the Shared balancing responsibility model of
SmartNet with the provision of local flexibility services to solve local congestion. Al-
though the DSO manages the local market, it must meet the set-points established by
the TSO. Despite implementing a different coordination scheme, the ICT architecture
proposed is similar to the Danish pilot.

For congestion management, the direct communication between TSO and DSO would
be done using CIM-based standards such as IEC 61968 and IEC 61970. For market-
related communications, CIM (IEC 62325) is also proposed. Finally, communica-
tions with the DER aggregator and units consider IEC 61850, IEC 60870-5-101/104,
ICCP/TASE.2, OpenADR and DLMS/COSEM as in the Danish pilot. In terms of
physical connections, only the communications between the CMP’s trading system and
the aggregator would require a wired connection [222].

Information &
communication

layers
TSO DSO CMP

DER
aggregator

DER
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CIM (IEC 61968, IEC 61970)

Figure 6.1: SGAM Information–Communication layer of the ICT architectures implemented
in SmartNet

CoordiNet

The CoordiNet project (2019-2022) aimed to demonstrate how TSO and DSO can coordinate
to use the same grid resources for different services. For this, three demos were implemented:
Spain, Greece and Sweden. These pilots consider different use cases, including congestion
management by the acquisition of flexibility services. In CoordiNet, data models and com-
mon interfaces were built on ENTSO-E CIM profiles and followed the Common Grid Model
Exchange Specification (CGMES) [225].
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1. Spanish pilot. The CoordiNet platform is made up of two main elements: the central
or common platform, and the local platform.

The CoordiNet common platform is on TSO’s premises and is based on two already-
existing TSO systems: GEMAS, which clears and operates the market, including the
execution of the congestion management market considering the DSO High Voltage
(HV) and MV networks; and eSIOS, which publishes and receives market informa-
tion, acting as an interface between market agents, CoordiNet common platform, and
GEMAS system.

On the other hand, the CoordiNet local platform is on DSO’s premises and is only one
of the five modules that make up the DSO platform. The other modules are day-ahead
operation, intraday operation, observability, and communications.

In this pilot, short-term congestion management has three parts: aggregation of con-
gestion preconditions, activation of flexibility resources, and supervision of resource
activation [225].

For the aggregation of congestion preconditions, the protocol proposed for communica-
tions between systems is the IEC 62325-504 (Web Services (WS), using CIM).

The activation of flexible resources includes the congestion market clearing and the
communication of results to the stakeholders. For this, the protocols used depend on
the link:

• Flexibility bids are sent by DER to the CoordiNet platform using IEC 62325-504.

• Results of the congestion market are sent to the DSO platform using the MQTT,
and to the TSO through GEMAS/ eSIOS.

• Once definitive results are obtained, the CoordiNet common platform sends the
activation signals to Flexibility Service Provider (FSP) (IEC 62325-504, ICCP)
and notifies SOs to supervise the activation.

Finally, during the supervision of resource activation, the TSO and the DSO will send
resources’ monitoring data to the CoordiNet common platform, which processes them
and passes settlement processes to the relevant FSPs using IEC 62325-504. The aggre-
gator of FSPs would use MQTT to monitor the state of the unit every five minutes.

The communication between aggregators and the local market is done through XML
files, using ad-hoc REST services.

Figure 6.2 presents, at a high level, the ICT architecture proposed in this pilot through
its mapping into the SGAM’s Information–Communication layer.
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Figure 6.2: SGAM Information–Communication layer of the ICT architectures implemented
in the Spanish demo of Coordinet

2. Greek pilot. The CoordiNet platform consists of two platforms: the TSO-DSO colla-
boration platform, for the exchanges between the SOs; and the market platform, for
the communications between the different market participants. Both systems use an
Enterprise Service Bus (ESB) as a communication middleware, but they are indepen-
dent of each other since TSO-DSO information exchange goes beyond market-related
communications and different security measures might be required.

In the TSO-DSO collaboration platform, two protocols connect the TSO and DSO’s
systems with the ESB:

• ICCP (IEC 60870-6/TASE.2), using Internet Protocol security (IPsec) through a
VPN. This would be the case of the TSO’s SCADA and EMS.

• Secure SHell File Transfer Protocol (SFTP). Used by different DSO’s systems
(e.g., metering, SCADA, etc.) and the TSO’s Geographical Information System
(GIS).

As for the communications between the ESB of the collaboration platform and other
systems (e.g., market platform, DSO support tools, metering and control microservices,
etc.) would be done using MQTT or a REST API, implementing Transport Layer
Security (TLS).

Regarding the market platform, the communications between market participants (mar-
ket operator, forecast provider, TSO-DSO collaboration platform and FSPs/aggregators)
would rely on MQTT/REST API.

Figure 6.3 shows the summarized ICT architecture proposed in this pilot mapped into
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the SGAM’s communication layer.
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Figure 6.3: SGAM Information–Communication layer of the ICT architectures implemented
in the Greek demo of Coordinet

TDK-Assist

The Horizon 2020 funded project TDX-Assist (2017-2020) aimed to develop an ICT architec-
ture for data exchange coordination between TSO and DSO for the integration of renewable
energy sources in the European marketplace using various demos in EU member states [226].

The new balancing challenges faced by SOs are typically caused by the increasing amount
of distributed generation. This requires enabling an active role at the DSO level so that
TSOs can coordinate with DSOs for the necessary balancing mechanisms. In the Slovenian
demo of TDX-Assist, the use of DERs for balancing in a market environment was proposed
and evaluated in the project using a novel Business Use Case (BUC) methodology [226]
based on the IEC 62913-1 blueprint use case method endorsed by IEC SyC Smart Energy
WG 6. To address different balancing market situations in the project, various scenarios
were considered. The first represents the much-needed data exchange between the TSO, the
DSO, and the BSP. In the second alternative scenario, data is exchanged directly between the
TSO and the DSO, where the DSO also acts as the Balancing Service Provider (BSP). This
BUC was implemented in Slovenia to validate the required CIM-based data modelling and
exchange mechanisms between DSOs and TSOs.

The ICT architecture implemented in the Slovenian demo [227] for the communication
between the TSO, which hosts the market platform, and the DSO (also acting as the BSP), was
based on the ICCP link and the ENTSO-E Communication and Connectivity Service Platform
(ECCo SP), as depicted in Figure 6.4. It could be considered that it follows common market
model with the DSO and TSO (through the market platform) exchanging data as real-time
information. In this case, ICCP, being a SCADA-to-SCADA protocol, is used for real-time
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data exchanges between the DSO’s SCADA and the TSO. The rest of the data is exchanged
through ECCo SP using two alternative technological ways: AMQP and File System Shared
Folders (FSSF) for large file exchanges (e.g., topology data).

To collect real-time measurements at the DSO level and send the activation signals needed
for the tested balancing mechanism, MQTT is used by the DSO, making sure the CIM data
model is implemented as a customized payload profile for the semantic layer. Through the
MQTT broker, this data is also made available to other applications at the control centre
level, such as the power quality monitoring system. For its exchange through ECCo SP, an
MQTT/AMQP adapter was implemented by the respective DSO in the TDX-Assist demo.

Communication

layer
TSO (Market platform) DSO BSP DER

Market

Enterprise

Operation

Station

Field

Process

IEC 60870-6/TASE.2 (ICCP) 

MQTT

ECCo SP (AMQP and FSSF) 

Figure 6.4: SGAM Information–Communication layer of the ICT architectures implemented
in the Slovenian demo of TDX-Assist

INTERRFACE

The INTERRFACE project (2019-2022) created a ”TSO-DSO-Consumer INTERFACE aR-
chitecture” to provide innovative grid services for an efficient power system. It focused on
the coordination processes between TSOs and DSOs for procuring balancing, other ancillary
services, and congestion management. These services should be acquired by TSOs and DSOs
at both the transmission and distribution levels, allowing for a more efficient use of the power
network, a greater presence of demand response, and an increased hosting level of renewable
generation.

With this aim in mind, INTERRFACE supported digitisation as the key driver for resource
optimisation from the SOs’ perspective and active market participation from the FSPs’ per-
spective. IEGSA was the digital tool specifically designed and developed for this [217] as
shown in Figure 6.5. It acts as the interface between the SOs and the customers.

INTERRFACE had multiple demonstration areas and theoretical TSO-DSO coordination
plans (referred to as ”options”) for balancing and congestion management markets. Here it
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Figure 6.5: IEGSA. Source: own elaboration based on [217].

is only mentioned the ’Single Flexibility Platform’ demonstrator, which is part of option 3 in
[228]. This demonstrator involved three countries (Estonia, Finland, Latvia), and TSOs and
DSOs from each of these. Its purpose is to facilitate the exchange of flexibility across coun-
try borders, to combine existing balancing products with congestion management products,
and to expand the market by including distributed flexibility with locational bid information.
It also introduced two new actors that are part of the IEGSA framework - the ’Flexibility
Register’ and the ’TSO-DSO Coordination Platform’.

The two actors, together with system operators and providers of flexibility, engage in tasks
such as managing flexibility resources and bid location data, network topology management,
handling resource and grid qualification, pre-qualification of products, and choosing bids,
among other responsibilities.

EU-Sysflex

The EU-SysFlex project (2017-2021) was focused on creating a pan-European system that
can effectively coordinate the use of flexibilities to integrate renewable energy sources. The
project provided proposals in the areas of market design, system operation, and data mana-
gement, and some of these proposals were tested in various demonstrations.

The German demonstration can be categorised as a decentralised common TSO-DSO
market model (SmartNet nomenclature [222]). This model was designed and tested for con-
gestion management and voltage control. It involved processes such as informing the SOs
about the availability of flexibilities, selecting the necessary ones to resolve grid congestion
by each SO, calculating the maximum flexibility potential for the upstream SO, and activating
the flexibility for its own needs and in response to requests from the upstream SO [229].

An illustration of this is the ”Flexibility Platform” demonstrator, which is essentially an
integrated flexibility market model (SmartNet nomenclature [222]). Although it could be
operated by the TSO, DSO, or jointly by them, it was designed so that a third party could
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also assume the role of Market Operator (MO). This integrated approach does not imply the
existence of a single platform per country or region. In contrast, different platforms could
compete. However, this requires extra interoperability between platforms.

But even within one platform, the mix of all the functionalities and external integrations
is complex. As many as 31 functional processes associated with the flexibility market were
identified, which can be incorporated into the Flexibility Platform. These processes include
registering flexibility requirements and capabilities, pre-qualifying flexibility suppliers, rank-
ing flexibility offers, managing requests for flexibility activation, baseline calculation, verify-
ing delivered flexibilities, and so on.

The primary goal of EU-Sysflex was to make it easy for all stakeholders to access the
marketplace. This involves creating unified market regulations and enabling smooth data
exchanges. The Flexibility Platform is available to any flexibility provider and any SO, and is
able to manage any type of flexibility product, including ”joint products” (which can be used
for various purposes and by different SOs). To achieve this, much focus must be placed on
data management, including secure exchange of confidential information.

Elering’s Estfeed data exchange platform was used in the demonstrator for all data ex-
changes (Figure 6.6). The Estfeed protocol [230] is based on Simple Object Access Protocol
(SOAP) and REST. Data users and data sources communicate with Estfeed adapters using
Hypertext Transfer Protocol Secure (HTTPS) protocol. Estfeed messages are encoded using
Multipurpose Internet Mail Extensions (MIME) multipart format. The header of the message
must contain metadata in EXtensible Markup Language (XML) format, while the payload
can be in any format.
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Figure 6.6: Summary of the SGAM layers of the ”Flexibility Platform” demonstrated in EU-
SysFlex
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The Flexibility Platform eliminates the need for explicit coordination between TSOs and
DSOs; the platform handles all interactions between them. All SOs utilise the platform to
exchange pertinent information. In this way, joint procurement of flexibilities that create
synergies can be enabled through coordinated grid impact assessment, socio-economic bid
optimisation, and value stacking.

“Flexibility Platform” demonstrates a list of System Use Cases (SUCs) elaborated specif-
ically for flexibility data exchange. These SUCs, include flexibility prediction, prequalifica-
tion, bidding, activation, baseline calculation, and verification of activated flexibilities. Addi-
tionally, other data management demonstrators have implemented ‘process-agnostic’ SUCs
such as data users’ authentication, consent and data log management, etc. The IEC 62559-2
standard template was used to describe the use cases [231] and the SGAM framework was
used to model them. A standards gap analysis was performed for each SUC and two use cases
were modelled in CIM (EU-SysFlex referred to this as the “CIMification” process [232]).

6.3 Protocols and standards for data exchange:
comparison and application

Section 6.2 has shown the wide range of ICT options to implement similar use cases that
require the information exchange between SOs. Table 6.1 summarises the ICT architectures
of the EU-funded projects analysed.

All the projects analysed in the previous section used CIM as information model. CIM
aims to facilitate the exchange of grid and market data between organisations, as well as the
exchange of data between systems within a single organisation [233]. The core of CIM is
mainly defined in two families of standards: IEC 61970 standards [234], that aim to define
EMS Application Program Interfaces (APIs), and IEC 62325 standards, which define CIM
for energy market communications.

Table 6.3 summarises the potential coverage and applicability of CIM and other stan-
dards (IEC 61850 and IEC 61968) for the exchange of information that may be necessary for
emerging use cases.

IEC 61850 is a set of communication and information standards that is widely used by
DSOs for the automation of substations. However, through IEC 61850-7-420 [235], it also
defines information exchanges between DER (including EMS) and distribution automation
systems. Therefore, its adoption by DER operators and manufacturers could facilitate the ex-
change of DER structural data (i.e., characteristics of the DER connected), which is relevant
for their correct integration into the operation and planning of the distribution grid.
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Table 6.1: ICT architectures implemented in EU-funded projects. C-S: Client-Server ; P-S: Publish-Subscribe

Approach Demo Protocol/Platform Type Communication link Information exchanged

Market platform
interacts with TSO
and DSO for
network constraints
and needs

SmartNet Denmark

IEC 62325 C-S
TSO-DSO-MMS

Reserve needs, market bids, and activation
MMS↔ CMP

IEC 61968, IEC 61970 / TSO-DSO- Market Management System Network constraints
COSEM, ICCP, IEC 61850 (MMS) C-S CMP↔ DER aggregator Asset activation.

OpenADR, IEC 61850 (GOOSE, SV) P-S DER aggregator↔ DER units DER characteristics

Common platform
interacts with DSO
platform to
exchange needs and
constraints

CoordiNet Spain

IEC 62325-504 (CIM WS) C-S
DER generation↔ Common Platform Flexibility bids.

Common platform↔ FSPs Activation signals and settlement processes
Common platform↔ DSO platform DSO needs and constraints

ICCP C-S Common Platform↔ FSPs (Market) Activation signals

MQTT P-S FSPs↔ DER units
Congestion market results.

Unit monitorization.
Common platform
also includes
interactions between
TSOs and DSOs

INTERRFACE ”Single
Flexibility Platform”

ECCo SP
P-S Flexibility register function
C-S TSO-DSO Coordination function

INTERRFACE Communication Protocols
Single market interface function

Settlement unit function

LM by DSO must
meet set-points by
TSO

SmartNet Spain
IEC 62325 C-S

DSO↔Market Management System
Market clearing, bids, prequalification, and
reserve needs

Market Management System↔ CMP Trading System
DSO↔Market Management System

Market Management System↔ CMP Trading System
COSEM, ICCP, IEC 61850 (MMS) C-S

CMP Trading System↔ DER Aggregator Asset activation and confirmation
OpenADR, IEC 61850 (GOOSE, SV) P-S

Market platform for
market info and TSO-DSO
platform for other

CoordiNet Greece

ICCP C-S TSO-DSO platform↔ SCADA and EMS
TSO-DSO coordination

SFTP C-S TSO-DSO platform↔ DSO’s systems and TSO’s GIS
MQTT P-S TSO-DSO platform↔Market platform, other systems

Market-related communicationsHTTPS (REST API) C-S Market platform↔Market operator, forecast provider, FSPs/aggregators
Common platform
handles all the required
interactions between
TSOs and DSOs

EU-SysFlex “Flexibility
platform”

Estfeed Platform All interactions /
P-S
C-S

Common market
platform is used for
real-time data
exchange between
TSO-DSO

TDX-Assist Slovenia

ICCP C-S DSO↔ TSO (market platform) Real-time data

ECCo SP (AMQP and FSSF)
P-S

DSO↔ TSO (market platform) Meter and grid data (i.e., field measurements)
C-S

MQTT P-S DER, smart meters↔ DSO
Real-time measurements and activation

signals.
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IEC 61968 standards aim to define information exchanges between distribution systems.
IEC 61968-11 [236] and IEC 61968-13 [237] provide CIM extensions for the exchange of
modelling information (i.e., network models) and distribution network data. Some of these
extensions are used not only internally or between DSOs, but also to exchange information
(e.g., DER structural data or forecasts) with other stakeholders (TSO, customers, etc.).

Regarding the core CIM standards, they aim to cover a wide variety of information. Start-
ing with the ones defining EMS APIs (IEC 61970 standards), IEC 61970-301 [238] sets out
the basic CIM, providing a model to represent the main objects used in utility operations.
Despite its limitations, some of its packages, such as the ”Operational Limits” package or
the ”Availability” profile could be useful for the exchange of temporary limits on balancing
capacity bids [239]. IEC 61970-302 [240] provides an extension (”Dynamics” package) for
the exchange of models for stability analysis, becoming relevant for the accurate inclusion of
DER in such studies (for example, for the analysis of MaDIoT 3.0 scenarios). IEC 61970-452
[241] defines the parts of CIM that are necessary for state estimation and power flow appli-
cations, whereas IEC 61970-456 [242] outlines the contents and procedures to exchange the
steady-state solutions of these and other applications. These two last standards are used to-
gether with IEC 61970-457 [243], which is based on IEC 61970-302 to provide a data model
for the exchange of information of the dynamic models used in different dynamic studies.

To make it easier for TSOs to share operational and grid planning information, the CGMES
was created. This is reflected on the IEC 61970-600-1 & 2 standards [244], [245] and is
necessary for the implementation of network codes related to capacity calculation, congestion
management, and system operation. However, for its application by DSOs, the compliance
of CGMES profiles with distribution requirements should be validated [239].

As for market-related communications based on CIM, IEC 62325-351 [246] (also known
as European Style Market Profile (ESMP))is applicable to European style electricity markets,
defining data models to comply with European regulations, whereas IEC 62325-301 [247]
extends CIM for energy market communications. ESMP constitutes the basis for the IEC
62325-451-X series: IEC 62325-451-2 [248] is used for the scheduling business process;
IEC 62325-451-4 [249] provides a model for the transmission of aggregated data that enables
market settlement and reconciliation; IEC 62325-451-5 [250] defines the model for the busi-
ness processes of problem statement and status request; and IEC 62325-451-6 [251] defines
the model for the publication of market information.

Despite the great advances in interoperability that the CIM standards provide, there are
still some practical issues that may arise when developing a system. These issues can be
related to CIM extensions, the harmonisation of other standards when connecting multiple
systems or applications, and the validation of model instances [252]. The gap analysis in EU-
SysFlex [232] concluded that CIM coverage may need to be improved when dealing with data
hubs, data portability, sub-meter data, data aggregation and anonymisation, consent mana-
gement, data logs exchange and authentication information, data exchange between DERs
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Table 6.2: Summary of advantages/disadvantages of C-S and P-S communications.

Communication
paradigm

Type of
information
exchanges

Advantages/Disadvantages

C-S Synchronous

- Well-defined interfaces (API REST)
- Waste of communication resources if

information updates are not frequent or not
synchronised

P-S Asynchronous
- Lightweight protocols. Communication is
more effective since transactions occur only

when updates are available.

and SOs (e.g., by harmonising CIM and IEC 61850 [253]), and when implementing other
flexibility services besides balancing. On the other hand, no CIM extensions are necessary
for congestion management if the Manual Frequency Restoration Reserve (mFRR) type prod-
uct is used to provide this service.

Two primary ICT strategies can be identified when implementing a data exchange system:
one involves the creation of new platforms (i.e., custom-made) that can be integrated with
existing SO’s systems (e.g., CoordiNet); and the other involves the use of an external Data
Exchange Platform (DEP) such as ECCo SP or Estfeed (e.g., INTERRFACE, EU-SysFlex).

Centralised market schemes do not present significant technical challenges for data ex-
change, as there is only one market platform that interacts with the different stakeholders.
However, meeting data exchange requirements can be challenging, particularly when the
scheme requires real-time synchronisation of multiple platforms or processes with different
actors. This would be more difficult to implement, as it requires seamless communication
between markets.

At the communication layer, two paradigms are typically used for communication pro-
tocols: Client-Server (C-S) (i.e., request-response) and Publish-Subscribe (P-S). The advan-
tages and disadvantages of both paradigms are numerous [254] and are summarised in Table
6.2. The most suitable one depends on the data exchanged and the connected systems.

In the C-S paradigm, the client regularly polls the server to obtain its status through
clearly defined interfaces. This implies that, unless updates are frequent or the communica-
tion is synchronised, memory, computing, and energy resources may be wasted during certain
times. In terms of reliability, the server response confirms that the client request was properly
received and processed.

Typically, exchanges of market data take place at predetermined times, such as when
a market process is about to be initiated or cleared. As the number of agents involved in
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a process can be large (Figure 2.2), a web service architecture such as HTTP-based REST
ensures a high degree of interoperability, synchronous communication, and the establishment
of well-defined procedures through APIs. This is particularly evident in SmartNet and the
Spanish demo of CoordiNet, where the market requests bids from the CMPs/DERs through
WS. On the other hand, in P-S, messages are received by the subscribers of the topic as they
are published on that topic, with a broker acting as an intermediary. This is useful when the
same communication needs to be sent to multiple recipients without pre-determining the time
or frequency. However, publishers cannot determine if the message was received successfully
by all subscribers, as the broker decouples them from the publisher.

In certain market data subclasses, such as generation and appliance data, and meter data,
it is necessary to communicate information quickly and to multiple entities at the same time.
In these cases, a publish-subscribe protocol like MQTT [255] may be more suitable. This
protocol is widely used in IoT devices with limited communication capabilities due to its low
message overhead, latency, and quality of service options. This allows the broker to guarantee
that the message is received by all subscribers, even avoiding duplicates.

In the Spanish demonstration of CoordiNet, MQTT is employed by FSPs to observe the
activation of DERs (many-to-one communications). Nevertheless, for data exchanges be-
tween a limited number of platforms/systems (i.e., not field devices), where communications
are not expected to be heavily restricted, AMQP may be a more suitable choice than MQTT.
AMQP [256] is based on queues (similar to topics) and provides additional security and
control over messages. To enhance scalability and reliability at an enterprise level, it is rec-
ommended to implement AMQP and restrict the use of MQTT to edge connections [257]
(e.g., meter data from DERs, activation signals, etc.). This approach was followed by the
Slovenian demonstration of TDX-Assist, to use ECCo SP between the DSO and the market
platform in the TSO.

Two main options for exchanging grid data are identified: ICCP and DEPs. The ICCP
standard [258] provides a C-S service model for the direct transfer of time-sensitive data
between control centres through wide and local area networks, including time-series data,
control operations, scheduling information, etc. Although ICCP is traditionally used for the
exchange of grid data between TSO and DSO [211], its standard version is considered a
legacy protocol that lacks sufficient protection and has a large attack surface [259], [260].
Therefore, the use of DEPs as an alternative is increasing for centralised schemes, so that the
system to access meter, grid, and market data can be the same and new agents can easily
connect without a major investment in an ICCP connection. Some of these DEPs, such
as Estfeed, have their own protocol [230] that defines a ’Publish’ protocol and a ’Request-
Response’ protocol to meet the requirements of the different agents and data exchanges, as
well as adapters for data hubs and applications; others, such as ECCo SP, are compatible
with different protocols, such as AMQP, WS, and FSSF [261], which may already be used
by SOs.
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Table 6.3: Summary of standards coverage and applicability for the exchange of specific types of information.
Source: Own elaboration based on [239] and standards specifications.
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Services, markets,
and network
requirements

Market result X X
Product prequalification results X
Market participant pre-qualification information X
Basic participant information X
Invoicing data X
Settlement data X X
Aggregated data X
Network data of distribution system X X X
Network demand forecast X X X
Network information X X
Network reconfiguration data X

TSO-DSO
Information
exchange

Flexibility resources X
Flexibility resources qualification results X X X X X
Scheduling process: activation signal correction/counter action X
Execution order X
Baselines reports X
Connection state forecast X
DER Structural data X X X X
Development plans for distribution networks X X
Dynamic Line Rating forecast for overhead lines X
Energy clearing results X X X X
Flexibility needs X X X X
Forecast data X X X
Grid congestion status X X
Limits and margins for capacity (by zone) X X
Grid constraints assessment X
Network characteristics (internal) information X X
Temporary limits on balancing capacity bids X X
Power flow simulation X X X X
Resource optimisation information X
Short circuit power forecast X
State estimation data X X
System parameter control schema/instructions X X
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6.4 Conclusions

The electrification of energy demand and the increasing penetration of DER pose some
challenges to SOs in terms of operation that allows the possibility of acquiring and activating
new system services faster and cheaper than network upgrades. The implementation of these
services will require better coordination between TSOs, DSOs, and service providers, which
at the same time requires more interoperability between systems for a better data exchange
between entities.

Since this is currently the scope of many research projects, this chapter has reviewed seven
ICT architectures for data exchange implemented in five EU-funded projects, identifying
common protocols and standards based on the type of data and communication link.

Among the different coordination schemes developed for new market mechanisms, the
ones involving multiple platforms can be the most challenging from the ICT point of view, re-
quiring seamless real-time synchronisation of different market platforms or processes. However,
this real-time synchronisation would also provide a basis for improving the daily operation
of the electricity system.

The CIM is the main data model used for data exchange between SOs and other entities.
It covers technical information for DSOs, TSOs and other agents, such as DER operators,
as well as market-related information. However, this coverage is in many cases partial and
more collaboration is needed on the definition of CIM extensions that can be widely applied,
not limited to specific use cases or entities. Furthermore, to improve the interoperability
of systems and platforms, CIM would need to be better harmonised with other widely used
standards such as IEC 61850. This harmonisation could facilitate data exchange between
DER and SOs, improving their integration into the operation of the system, and enabling
mechanisms to minimise the risk of MaDIoT 3.0 attacks.

In terms of communication protocols, C-S mechanisms are appropriate for the communica-
tion of synchronous market processes (WS or https-REST) and grid data (ICCP, DEPs).
However, in this last case, the standard ICCP is considered a legacy protocol that should
be replaced by more modern and secure protocols or, directly, by using DEPs.

For real-time market and meter data exchanges, P-S protocols can be, in general, con-
veniently implemented. However, MQTT is better for communications with field/remote
devices, and AMQP for the communications between larger systems/platforms, because of
their design characteristics.

As an alternative to point-to-point connections between systems and ad-hoc platforms, ex-
isting DEPs could provide faster and more cost-effective use case implementations because
of their interoperability potential. However, they should prove to be scalable and replica-
ble, guaranteeing low communication latencies for those data exchanges requiring real-time
capabilities; otherwise, a mixed approach may be more convenient.
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Chapter 7

Conclusions, contributions, and future
research

7.1 Introduction

This last chapter summarises all the content and conclusions developed in this thesis, lists all
main contributions, and proposes future lines of work that are left open for further research.

The chapter is divided into four main sections. Section 7.2 presents a qualitative overview
of all the topics discussed in this document. Section 7.3 explains the main conclusions that
can be extracted from the whole document. Section 7.4 outlines the main contributions that
have emerged from the research conducted. Lastly, Section 7.5 suggests potential lines of
work to further advance the knowledge developed in this thesis.

7.2 Summary

This thesis can be divided into four parts, all focused on the difficulties associated with en-
hancing the digitalisation of electricity distribution systems to facilitate the advancement of
smarter grids. These challenges are introduced in Chapter 2, which establishes the context
for the rest of the document.

The first part (Chapter 3) contributes to address the challenge of measuring the digitali-
sation of distribution grids in a straightforward way. This is important to objectively compare
the efforts of DSOs and to establish cause-effect relationships between investments and per-
formance.

The second part (Chapter 4) focuses on the scalability and replicability of ICT for an
efficient digitalisation. It proposes a quantitative methodology to assess these aspects within
the context of a smart grid. However, it is important to note that while the high scalability
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and replicability of ICT can be advantageous, they can also pose a risk to the power system
if there are vulnerabilities and an attacker can exploit them.

The third part (Chapter 5) analyses the consequences for the power system in the event
that a hacker successfully compromises high-wattage IoT devices in the demand (MaDIoT
attack) and DER control devices (MaDIoT 3.0 attack). This analysis provides information on
the scalability and replicability of the impact of these attacks under various conditions.

The last part of this thesis (Chapter 6) focuses on improving the communication between
system operators. This is crucial to enhance the resilience of the system and reduce the
impact of MaDIoT attacks. In addition, it aims to facilitate the integration of DER in system
operation. This part examines various protocols and standards for TSO-DSO data exchange
and explores their suitability for exchanging specific types of information.

7.3 Main conclusions

All the conclusions that have been drawn throughout the chapters are summarised in the
following paragraphs:

• Although digitalisation of distribution grids offers numerous advantages, including
enhanced operational efficiency, it also presents some challenges that need to be ad-
dressed. The rise of prosumers and the integration of DER necessitate the implemen-
tation of new technologies for control, monitoring, and system service provision to op-
timise grid operation without needing costly upgrades of the electrical infrastructure.
The digital transformation of DSOs requires a robust digital culture, effective leader-
ship, and the attraction and training of employees with digital skills. The deployment of
sensors, connectivity, and data processing technologies positively influences the main
activities of DSOs, but it will also require greater collaboration within the power sector.
The scalability and replicability of ICT systems, the proper selection and configuration
of technologies, and the resistance to change by employees, in addition to the defi-
cient security of IoT and DER devices, significantly increase the cybersecurity risk,
which is identified as one of the main challenges. DSOs must go beyond cybersecurity
regulation and adopt comprehensive defence strategies, foster a cybersecurity culture,
and take advantage of new technologies to improve cybersecurity measures in an ever-
evolving threat landscape.

• The proposed digitalisation indicators, mainly focused on the digital infrastructure
rather than overall performance, address the imperative to evaluate the digitalisation
level of distribution grids. Aligned with the EU Directive 2019/944 and the JRC DSO
Observatory, these indicators facilitate comparisons and the identification of best prac-
tices. In particular, they are use-case-agnostic, data-efficient and of interest for both
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National Regulatory Authorities (NRAs) and DSOs to comprehensively assess digitali-
sation levels and discern cause-effect relationships between performance and digital in-
frastructure. Widespread adoption of these indicators could foster synergies, enabling
DSOs to benefit from shared experiences and NRAs to strategically guide digitalisation
investments. However, the realisation of these benefits depends on the regulatory pro-
motion, the standardisation of data collection processes, and the public dissemination
of results.

• The inclusion of ICT within the scope of a SRA to comprehensively evaluate the scala-
bility and replicability of solutions may be key for the development of smart grids,
given their increasing dependence on these technologies. The quantitative methodol-
ogy proposed for conducting an ICT SRA in a smart grid context is agnostic to use cases
and communication technologies, ensuring flexibility for the analysis, as demonstrated
when applied to two real case studies involving different communication technologies.
ICT SRA results are presented through ICT scalability and replicability maps, a novel
concept that facilitates a quick overview of the scenarios analysed and an efficient es-
timation of the feasibility of unexplored ones. The application of the methodology
demonstrates its effectiveness in systematically analysing the scalability and replicabil-
ity of ICT systems, offering clear insights into critical links, requirements, constraints,
and influencing factors, regardless of the type of technology (wired or wireless).

• The analysis of MaDIoT attacks on two different power system models reveals different
success ratios and impact, showing that higher success ratios do not necessarily corre-
late with greater impact in the systems analysed. The connection of distributed solar
PV generation alters the response of the PST-16 system, reducing both the success
and the impact of the attack. MaDIoT 3.0 attacks, which combine attacks on demand
and DER, highlight the predominant effect of concentrated demand attacks (vulnerable
devices with great local scalability and replicability) on the probability of success in
the PST-16 system under the conditions analysed. High-wattage IoT devices and DER
equipment must follow stringent cybersecurity standards and undergo rigorous tests to
mitigate the risk of compromise. At the system operation level, TSOs and DSOs should
incorporate MaDIoT attacks into their cyber risk management plans and increase colla-
boration, coordination and information exchange to improve the efficiency, reliability,
and security of electricity systems.

• The coordination and data exchange between TSOs, DSOs, and service providers is
crucial to meet the challenges posed by the electrification of energy demand and the
increasing connection of DER without incurring costly network upgrades. A seamless
data exchange requires systems to be interoperable. Common protocols and standards
are identified in seven ICT architectures for data exchange implemented in EU-funded
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projects. A decentralised data exchange approach can be a potentially challenging but
operationally beneficial scheme, requiring real-time synchronisation of multiple plat-
forms. The Common Information Model (CIM) serves as the primary data model but
requires further collaboration to provide comprehensive coverage of information and
harmonisation with widely used standards, such as IEC 61850. Communication proto-
cols following Client-Server (C-S) mechanisms, are deemed suitable for synchronous
market processes and grid data exchanges, and more modern protocols can replace
legacy protocols like ICCP. Publish-Subscribe (P-S) protocols, such as MQTT and
AMQP, are suggested for direct communications with field or remote devices, and for
the communications of larger systems or platforms at the business layer, respectively.
Centralised data exchange platforms could facilitate cost-effective and interoperable
implementations, contingent on scalability and low-latency considerations for real-time
data exchanges, which should be analysed.

7.4 Thesis contributions

The contributions of this thesis are in line with the objectives that were set out in Section 1.2.
Here, each of the objectives is evaluated based on the results presented in this thesis.

• Objective: Identify the main technologies and challenges of the digitalisation of elec-
tricity distribution grids.
Chapter 2 identifies the main technologies for the digitalisation of distribution grids
and maps them against the main applications. It also discusses the challenges that
digitalisation poses in terms of cybersecurity, core processes, and for the electric power
ecosystem in general.

• Objective: Propose a framework to measure the digitalisation of distribution grids in
an easy way and that allows the fair comparison of DSOs regardless of their size.
Chapter 3 proposes a total of 16 indicators to measure the digitalisation of distribution
grids, and not their performance, which was the focus of previous work. The indicators
are organised according to the digitalisation pillars (sensors and actuators, connectiv-
ity, data processing, and digital culture), and are in consonance with Article 59.1 of
EU Directive 2019/944 and Joint Research Center DSO Observatory’s recommenda-
tions; they are agnostic to use cases, do not require a large amount of information,
and could be used to identify cause-effect relations between performance and digital
infrastructure.

• Objective: Develop and apply a methodology to perform quantitative scalability and
replicability analyses of ICT for smart grid use cases.
Chapter 4 described a step-by-step methodology to perform ICT SRA in smart grids.

133



7 – Conclusions, contributions, and future research

To validate this methodology, is is applied to two real case studies, using OMNeT++
as simulation tool. Case study A analyses a monitoring and control system that re-
lies on wired technology (Modbus TCP) for a self-consumption solution; Case study B
analyses an indoor conditions monitoring system based on wireless technology (wire-
less M-Bus). ICT SRA results are presented through ICT scalability and replicability
maps, a novel concept that facilitates a quick overview of the scenarios analysed and
an efficient estimation of the feasibility of unexplored ones. The methodology proves
to be an efficient way to analyse wired and wireless ICT, providing a comprehensive
SRA of ICT systems for different scenarios.

• Objective: Perform a simulation study of the impact on different power systems of
cyberattacks to highly scalable and replicable devices. The devices to be considered
include high-wattage IoT devices and control devices for distributed energy resources.
Chapter 5 conducts two studies regarding this objective. The first one analyses the
replicability of MaDIoT attacks (i.e., attacks to demand) in two different power system
models (the PST-16 model, representing a simplified version of Europe; and the IEEE
39-Bus model, representing New England), highlighting the differences that the attacks
present both in terms of success and impact. This expands and complements previous
work that was mainly focused on American power system models. The second study
assessed the replicability of MaDIoT attacks when the power system has distributed
solar PV generation. It also analyses the impact of MaDIoT 3.0 attacks, which are
introduced in this thesis as an evolution of the original MaDIoT attacks by combining
attacks to both the demand and DER devices.

• Objective: Perform a qualitative study of the main communication and data model
standards that system operators can use to exchange specific types of information.
Chapter 6 identifies common protocols and standards used for data exchange between
system operators in recent European projects. Their application for the exchange of
specific types of information is discussed, focusing on the Common Information Model
(CIM) and two alternative communication mechanisms.

Finally, the knowledge generated by this thesis is of interest to the scientific community;
a proof of this is the number of publications that this work has entailed. A list of those
publications can be found in Section 7.6.
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7.5 Future work

This thesis leaves a number of open issues that could be further explored in future studies.
Some of these are outlined below:

• To measure the relationship between digitalisation and performance of distribution
grids, it should be quantified the specific relevance of each proposed indicator for each
performance indicator considered (e.g., weight assignment); in the same way, this rel-
evance should also be quantified for the different generic smart grid use cases. DSOs
would have to be willing to measure the indicators and, to validate the framework, the
correlation between clusters of similar DSOs (from the digitalisation perspective) and
performance could be analysed.

• Regarding the SRA of ICT for smart grids, it would be interesting to study the ap-
plicability of the methodology using a co-simulation approach (e.g., simulating the
communications and the power layer) or hardware-in-the-loop.

• For the analysis of MaDIoT attacks, future work may consider the dynamics and pro-
tection schemes of large electricity distribution systems connected to transmission sys-
tems. This would require the development of an integrated transmission and distribu-
tion system model, which would also require a large computational capacity. The con-
sideration of both the transmission and distribution systems is an interesting research
line to explore in the future. Other interesting future research work goes along the line
of including automatic or manually induced operator actions, such as re-dispatches, to
avoid, for instance, line overloads that could lead to subsequent line trippings and ini-
tiate a cascading outage. Such mitigation actions have not been considered in previous
works. Sequential attacks (increasing/decreasing demand in time during the same at-
tack) also represent interesting future research lines.

• Regarding information exchanges between system operators, future research needs to
analyse the data intensiveness required for a good coordination between operators. The
analysis of the SGAM component layer of the ICT architectures would also be of great
interest so that component costs could be estimated and used in a cost-benefit compar-
ison. Furthermore, the use of cybersecurity standards for information exchange would
be an interesting research topic.
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7.6 Published and under-review work

The published work produced as a consequence of the current research is shown in the follo-
wing sections.

7.6.1 Conference presentations

• Title: Scalability evaluation of a Modbus TCP control and monitoring system for Dis-
tributed Energy Resources.
Authors: N. Rodrı́guez Pérez, J. Matanza, G. López, and V. Stojanovic.
Conference: IEEE PES International Conference on Innovative Smart Grid Technolo-
gies Europe - ISGT Europe 2022, Novi Sad (Serbia). 10–12 October 2022.
Status: Published and presented at the conference.
DOI: https://doi.org/10.1109/ISGT-Europe54678.2022.9960319
Abstract: Modbus TCP is a communication protocol widely used to communicate
with energy assets such as inverters or data loggers. The communications technologies
involved in the management of distributed energy resources (DER) should prove their
ability to include new units in the operation while fulfilling functional requirements.
This paper studies the scalability performance of Modbus TCP protocol over Ether-
net to monitor and control DER in a positive energy district (PED) environment. This
use case is part of an Innovative Element (IE) being demonstrated in the city of Dijon
within the RESPONSE project. The analysis was carried out considering different bit
error ratios (BER) and number of servers. As performance indicator, the time spent by
the client to poll all the servers (i.e., polling time) was measured, as it is the most re-
strictive functional requirement in the use case analysed, requiring it to be one minute.
Simulation results show how increasing BER and the number of devices in the net-
work impact the total polling time. Despite the average polling time complied with
the required one in most cases, its standard deviation significantly increased with BER.
If the transmission medium presents a low BER, Modbus TCP has a great scalability
potential to control and monitor devices that require data exchanges every minute. In
addition, the maximum number of devices to keep a good performance is considered
appropriate for its application in a PED environment. Future works may assess the
impact of distance or topology on use case’s performance.

• Title: Scalability analysis of a wireless M-Bus system for smart metering and sensor-
ing.
Authors: N. Rodrı́guez-Pérez, J. Matanza, G. López, and M. Hajigholi.
Conference: 15th IEEE PowerTech Conference - PowerTech 2023, Belgrade (Serbia)
25–29 June 2023.
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Status: Published and presented at the conference.
DOI: https://doi.org/10.1109/PowerTech55446.2023.10202977
Abstract: Wireless M-Bus communication protocol has emerged as one way of implemen-
ting smart metering for smart grids and cities. To determine possible applications of
this technology in these contexts, its scalability and replicability potential must be anal-
ysed so that its limitations can be considered.
This paper studies the scalability performance of a wireless M-Bus that collects data
from sensors deployed at dwellings in a cluster of buildings of the city of Turku, as part
of the RESPONSE project. The simulation model developed for this analysis conside-
red building obstacles and the retransmission scheme of wireless M-Bus. To assess
performance, three main indicators were used: delivery ratio, message error ratio, and
gross delivery ratio.
Simulation results show how the position of the data collector, the number of sensors
deployed, and the area to be covered, have an impact on the different performance in-
dicators. The wireless M-Bus system is found to be highly scalable in density for a
reduced area. For large area deployments, performance declines dramatically, regard-
less of the position of the data collector.
Future research may compare results when considering different propagation models
and also when changing environment characteristics such as walls’ width.

• Title: Model the Path: Impact of Propagation Models on the Scalability of a Wireless
M-Bus Sensoring System for Smart Grids.
Authors: N. Rodrı́guez-Pérez, J. Matanza, and G. López.
Conference: IEEE International Conference on Communications, Control, and Computing
Technologies for Smart Grids (SmartGrid Comm), Glasgow (UK), 31 October–3 Novem-
ber 2023.
Status: Published and presented at the conference.
DOI: https://doi.org/10.1109/SmartGridComm57358.2023.10333969
Abstract: This paper analyses the impact of the propagation model on the outcomes of
a scalability analysis of a wireless M-Bus system simulated in OMNeT++. Four path
loss models are compared: Free Space Path Loss (FSPL) model with obstacle-related
losses, the ITU-R P.1238 model, and two configurations of the log-normal model used
by previous studies in similar contexts. Performance is assessed using three main indi-
cators: delivery ratio, message error ratio, and gross delivery ratio.
Results show that, although all the propagation models considered validate the baseline
implementation of the system, performance differences emerge when scaling it up. The
two configurations of the log-normal models may provide a too-optimistic scalability
potential, while the ITU-R model may provide a pessimistic one. The high influence
of the propagation model in the scalability results of the system is demonstrated, as
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other factors, such as message collision, prove to have no impact on scalability for the
scenarios analysed.
Future research may compare other standardised propagation models or consider the
inclusion of more than one data collector.

7.6.2 Journals (peer-reviewed)

• Title: ICT Architectures for TSO-DSO Coordination and Data Exchange: A European
Perspective.
Authors: N. Rodrı́guez Pérez, J. Matanza , G. López, J.P. Chaves Ávila, F. Bosco, V.
Croce, K. Kukk, M. Uslar, C. Madina, M. Santos-Mugica
Journal: IEEE Transactions on Smart Grid, vol. 14, no. 2, pp. 1300-1312, March
2023. JCR: 9,600 Q1 (2022)
Status: Published (March 2023). Online since September 2022
DOI: https://doi.org/10.1109/TSG.2022.3206092
Abstract: The coordination between system operators is a key element for the de-
carbonization of the power system. Over the past few years, many EU-funded re-
search projects have addressed the challenges of Transmission System Operators (TSO)
and Distribution System Operators (DSO) coordination by implementing different data
exchange architectures. This paper presents a review of the ICT architectures im-
plemented for the main coordination schemes demonstrated in such projects. The
main used technologies are analyzed, considering the type of data exchanged and the
communication link. Finally, the paper presents the different gaps and challenges on
TSO-DSO coordination related to ICT architectures that must still be faced, paying es-
pecial attention to the expected contribution of the EU-funded OneNet project on this
topic.

• Title: Confronting the Threat: Analysis of the Impact of MaDIoT Attacks in Two
Power System Models
Authors:N. Rodrı́guez-Pérez, J. Matanza, L. Sigrist, J. L. Rueda Torres, and G. López.
Journal: Energies 16, no. 23: 7732. 2023. JCR: 3,200 Q3 (2022)
Status: Published (November 2023)
DOI: https://doi.org/10.3390/en16237732
Abstract: The increasing penetration of Internet of Things (IoT) devices at the con-
sumer level of power systems also increases the surface of attack for the so-called
Manipulation of Demand through IoT (MaDIoT) attacks. This paper provides a com-
parison of the impact that MaDIoT attacks could have on power systems with different
characteristics, such as the IEEE 39-Bus (New England) and the PST-16 system (sim-
plified European model), by assuming that the attacker does not have advanced knowl-
edge of the grid. The results for the IEEE 39-Bus system expand and complement
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the results obtained by previous work. The simulation results show that these systems
present significant differences between them with respect to the success probability
of an attack, being in general much higher for the IEEE 39-Bus system. In the PST-
16 system, the required number of bots to obtain a certain success probability varies
depending on the area attacked. However, a high probability of success does not nec-
essarily mean a high impact on the system. This paper shows that the response to the
high-impact MaDIoT attacks of the two models considered is very different as the ini-
tial impact of the attack on the system also differs, mainly affecting rotor angles in the
PST-16 system, and the frequency in the IEEE 39-Bus.

• Title: ICT Scalability and Replicability Analysis for Smart Grids: Methodology and
Application
Authors: N. Rodrı́guez-Pérez, J. Matanza , G. López
Journal: Energies 17, no. 3: 574. 2023. JCR: 3,200 Q3 (2022)
Status: Published (January 2024)
DOI: https://doi.org/10.3390/en17030574
Abstract: The essential role of Information and Communication Technologies (ICT)
in modern electricity grids makes it necessary to consider them when evaluating the
scalability and replicability capabilities of smart grid systems. This paper proposes a
novel step-by-step methodology to quantitatively perform an ICT scalability and repli-
cability analysis (SRA) in a smart grid context. The methodology is validated and
exemplified by applying it to two real case studies that are demonstrated in the EU-
funded RESPONSE project and comprise solutions relying on different communica-
tion technologies. The results of the proposed methodology are summarised through
ICT scalability and replicability maps, which are introduced in this paper as a quick
way of obtaining an overview of the scalability and replicability capabilities of an ICT
system and as an efficient way of estimating the feasibility of scenarios not covered in
the SRA.

• Title: Measuring the Digitalisation of Electricity Distribution Systems in Europe: to-
wards the Smart Grid
Authors: N. Rodrı́guez-Pérez, J. Matanza , G. López, R. Cossent, J.P. Chaves Ávila,
C. Mateo Domingo , T. Gómez San Román, M.A. Sánchez Fornié
Journal: International Journal of Electrical Power and Energy Systems (IJEPES) Vol.
159, pp. 110009-1 - 110009-9, 2024. JCR: 5,200 Q1 (2022).
Status: Published (August 2024).
DOI: https://doi.org/10.1016/j.ijepes.2024.110009
Abstract: This paper proposes a set of digitalisation indicators focused on measuring
the different digital capabilities and infrastructure of electricity distribution systems, as
opposed to previous indicators which have mainly focused on performance and quality
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of service aspects.
The indicators are classified according to the pillars of digitalisation: sensor and ac-
tuator, connectivity, data processing, and digital culture. They are use-case-agnostic
and do not require a huge amount of information. In addition to this, three possible
new applications of these indicators for distribution system operators and regulatory
authorities are identified and discussed.
The extensive use of these indicators in Europe could allow the development of fruitful
collaborations between distribution system operators, allow the identification of cause-
effect relations between grid performance and digital infrastructure, and improve the
replicability of innovative smart grid solutions. However, this will only be possible if
regulators promote the adoption of the proposed indicators and the dissemination of
their results.

7.6.3 Papers under review

• Title: Digitalisation of Distribution Grids: Technologies and Challenges for the Devel-
opment of Smart Grids
Authors: N. Rodrı́guez-Pérez, E. de Leyva Mérida , G. López, J. Matanza, J.P. Chaves
Ávila, R. Cossent
Journal: Renewable and Sustainable Energy Reviews JCR: Q1
Status: First review.
Abstract: Digitalisation in the electricity sector can provide several benefits to the
operation of distribution grids, but also pose some challenges in terms of cybersecurity,
for the core processes, and for the electric power ecosystem in general. This paper
provides an overview of how key technologies can optimise core processes and asset
management activities and discusses the main challenges that arise as a consequence of
digitalisation. Technologies related to Internet of Things, Big Data, advanced analyt-
ics, and cloud computing have a great potential to help develop the smart grid concept
in distribution grids. For this, however, the electricity sector should increase their sys-
temic resilience through the adoption of defence-in-depth strategies, coordination of
information and operation technologies, and end-to-end cybersecurity strategies.

• Title: MaDIoT 3.0: Assessment of Attacks on Distributed Energy Resources and De-
mand in a Power System
Authors:N. Rodrı́guez-Pérez, J. Matanza, L. Sigrist, J. L. Rueda Torres, and G. López.
Journal: IEEE Transactions on Smart Grids JCR: 9,600 Q1 (2022)
Status: First review
Abstract: The increasing penetration of Distributed Energy Resources (DER) expands
the cyberattack surface of power systems. This paper analyses the impact and success
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of MaDIoT 3.0 attacks, which combine attacks to high-wattage IoT devices in the de-
mand with attacks to DER devices that end up in the disconnection of these resources
from the system.
The results indicate that the inclusion of distributed solar PV generation in the system
reduces the success ratio and impact of load-altering MaDIoT attacks when compared
to the same system without distributed generation. For Madiot 3.0 attacks, the demand
had a more significant influence on the attack’s success than the DG. Distributing the
attacked demand across more buses or targeting the demand from other areas would
decrease the probability of success. Therefore, the local scalability and replicability of
high-wattage demand devices become more critical than their distributed deployment
on a regional scale.

7.7 Research projects

The contributions of this thesis were part of the work developed by the PhD candidate in the
following projects:

• RESPONSE. integRatEd Solutions for POsitive eNergy and reSilient CitiEs
Funding: European Union Horizon 2020. Grant agreement No. 957751
Beginning - Finish Dates: October 2020 - September 2025
Webpage: https://h2020response.eu/

• eFORT- Establishment of a FramewORk for Transforming current EPES into a
more resilient, reliable and secure system all over its value chain
Funding: European Union Horizon Europe. Grant agreement No. 101075665
Beginning - Finish Dates: September 2022 - August 2026
Webpage: https://efort-project.eu/

• OneNet- One network for Europe
Funding: European Union Horizon 2020. Grant agreement No. 957739
Beginning - Finish Dates: October 2020 - September 2023
Webpage: https://www.onenet-project.eu//

• IELECTRIX - Indian and European Local Energy CommuniTies for Renewable
Integration and the Energy Transition
Funding: European Union Horizon 2020. Grant agreement No. 824392
Beginning - Finish Dates: May 2019 - October 2022
Webpage: https://ielectrix-h2020.eu/

• EUniversal - Market enabling interface to unlock flexibility solutions for cost-
effective management of smarter distribution grids
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Funding: European Union Horizon 2020. Grant agreement No. 864334
Beginning - Finish Dates: February 2020 - July 2023
Webpage: https://euniversal.eu/

• EU-INDIA Smart Grid Platform Handbook
Funding: Far-Sighted Regulation Global Association
Beginning - Finish Dates: September 2021 - January 2022
Webpage: https://www.iit.comillas.edu/publicacion/informetecnico/en/
279/Smart_grid_replication:_handbook_for_India

• Digitalisation of electricity distribution networks in Spain
Funding: Fundación Naturgy
Beginning - Finish Dates: November 2020 - April 2021
Webpage: https://www.iit.comillas.edu/publicacion/informetecnico/en/
257/La_digitalizaci%c3%b3n_de_las_redes_el%c3%a9ctricas_de_distribuci%

c3%b3n_en_Espa%c3%b1a

• Participation in the Smart Secondary Substation Working Group of FutuRed
(Spanish platform of electricity networks)
Beginning - Finish Dates: 2020-2021

7.8 International research stay

To obtain the International Mention, the PhD candidate did a International Research Stay
at TU Delft (Netherlands) for three months (15th April - 15th July 2023) in the Electrical
Sustainable Energy Department under the supervision of Dr. Jose Luis Rueda Torres.
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Appendix A

Relevant information for the ICT SRA of
Case Study A

A.1 Modbus TCP

Modbus TCP is an application-layer communication protocol for client-server communica-
tions between devices that runs on the TCP/IP protocol stack over Ethernet. Modbus TCP
defines a Protocol Data Unit (PDU) that contains two pieces of information: the function
code and the payload (i.e. the information to be sent). Communications through Modbus fol-
low the request-response mechanism; the client indicates to the server (i.e., request), through
the function code, what kind of action must be done, and provides additional information in
the data attached (e.g., amount of registers needed). Then, the server processes the client’s
request, performs the required action, and sends a response to the client. Figure A.1 shows a
simplified diagram of Modbus transactions between client and server.

Client Server

Create request

Function code Data Request

Perform action.
Create the response

Function code Data Response
Receive response

PDU

Figure A.1: Simplified Modbus transaction between client and server
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Modbus defines up to 21 function codes. For each function code, the PDU of both the
request and response are specified and must be ≤ 253 bytes. Table A.1 shows, as an example,
the breakdown of the PDU for function code 03, “Read Holding Registers”, which is one
of the functions considered in the simulation model developed and used for the analysis in
Chapter 4.

Table A.1: Request and Response PDU for Read Holding Registers function code

Request Response

Function code 1 Byte 1 Byte
Starting address 2 Bytes 1 Byte

Quantity of registers
(N)

2 Bytes (max.
125 registers)

N x 2 Bytes

To transmit a message, a Modbus Application Protocol (MBAP) header (7 bytes) must be
added to the PDU, forming the Application Data Unit (ADU). As Modbus runs over TCP/IP
and Ethernet, which work at different communication layers, the final message transmitted
through the Ethernet cable contains the information needed by each of the layers. Figure A.2
shows the different headers that constitute the dataframe for Modbus requests and responses.

Ethernet header
(14B)

IP header
(20B)

TCP header
(20B)

Modbus ADU
(max. 260B)

Checksum
(4B)

Ethernet header
(14B)

IP header
(20B)

TCP header
(20B)

Figure A.2: Dataframe transmitted with Modbus TCP over Ethernet

A.2 Scalability analysis of baseline scenario

In this appendix, the simulation results to evaluate the performance of the Modbus TCP sys-
tem when scaling up the baseline scenario considered in Chapter 4 are discussed in detail.

The distribution of the time it takes for the client to complete the polling of all servers
(i.e., polling time) is shown in Figure A.3 for different values of BER and number of servers.

For BER=10−12, the client can maintain an average polling time of 60s for all the servers
considered. Although this is also true for BER =10−6, the Interquartile Range (IQR) becomes
noticeably larger when more than 32 servers are connected. One cause for this is because the
higher the number of servers and BER, the less time the client has to poll each server and the
more messages contain errors, requiring their retransmission. For BER=10−5, the IQR does
not only increase, but is also displaced over the required polling time of 60s when more than
132 servers are connected.
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Figure A.3: Time to complete the polling to all the servers connected for different BER values
and number of servers

As commented in Chapter 4, the client tries to keep the average polling time to one minute
by compensating time deviations. Time deviations have two main causes: jitter, or variable
delay, and BER. In Figure A.3 the influence of both factors on the polling time can be differ-
entiated. For BER=10−12, deviations with respect to the polling time will be mainly caused
by jitter, as BER is so low that it rarely causes retransmission of messages. When increasing
the number of servers, the number of messages per minute also increases, hence the added
effect of jitter will be greater, which makes the outliers slightly more noticeable. On the other
hand, for the other two BER considered (10−6 and 10−5), the main cause for polling time
deviation is the BER itself, that makes it necessary to resend erroneous messages.

The effect of compensating polling time deviations, when successful, would be translated
into a symmetry with respect to an horizontal axis defined by the 60s mark in Figure A.3,
so that the average is equal to that value. For BER=10−5, asymmetry starts being noticeable
for more than 112 servers. This means that the number of erroneous messages is so high
that delays will not be fully compensated. Successive rounds would accumulate these delays,
increasing the amount of data missed by the client.

To clearly determine the performance limits of the system based on specific statistics,
Figure A.4 shows the SD of the polling time for the BER considered. In this figure, the
impact of increasing BER can be appreciated.

For BER=10−5, the SD of the polling time starts to stabilise coinciding with the beginning
of the asymmetry in Figure A.3 (> 112 servers), reaching its peak for 142 servers. This peak
means that the system has reached the performance limit; the client cannot poll all the servers
in one minute on average, as it cannot compensate for time deviations. Above this number of
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Figure A.4: Standard deviation of the total polling time for different BER and number of
servers

servers, SD will be mainly influenced by the BER.
On the other hand, when the BER is lower (10−12 and 10−6), the Modbus system does not

reach its performance limit, as the SD of the polling time increases along with the number of
servers. However, for BER=10−6, Figure A.3 shows that the SD is beginning to stabilise, so
the maximum number of servers that determines the performance limit of the system (peak
of the SD) may be around 200 and 220.

However, the fact that, under some conditions, the system does not reach its limits and
maintains an average polling time of one minute does not mean that its performance is ac-
ceptable for the use case under study. The maximum coefficient of variation (COV) allowed
is considered to be 0.5% (maximum SD of 300ms). Considering this, when the BER of the
transmission medium is 10−6 and 10−5, the operation of the Modbus TCP system would not
be appropriate for any number of servers. However, if the BER is low (10−12), up to 142
servers could be operated by a single client within the same Modbus TCP network, in case
they are 20m away from the client. For this BER, despite the COV for two servers (0.26s)
is close to the maximum allowed, this is observed to be exclusively caused by polling times
below 60s in Figure A.3; if these outliers below the 60s mark are not considered, the expected
SD would be 0.005s.
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Appendix B

Relevant information for the ICT SRA of
Case Study B

B.1 Wireless M-Bus

The protocol stack for wireless M-Bus is shown by FigureB.1. Although layers 3-6 of the
Open Systems Interconnection (OSI) model are not explicitly defined and implemented in
wireless M-Bus, the EN 13757-3:2013 standard, which defines the application layer, also
includes the definition of the transport layer to be applied under certain conditions [262].

EN 13757-4:2013

M-Bus Application protocol 
(EN 13757-3:2013)

5. Session

7. Application

6. Presentation

4. Transport
3. Network

2. Data Link

1. Physical

EN 13757-2:2004

Empty

Figure B.1: Wireless M-Bus protocol stack

Networks implementing wireless M-Bus follow a star topology where one device collects
data from multiple meters or sensors. The wireless M-Bus protocol has six different transfer
modes, which are summarised by Table B.1. At the same time, some of these modes can
be divided into submodes depending on whether the communications are unidirectional or
bidirectional between sensors and data collectors.

The structure of a wireless M-Bus frame is shown by FigureB.2. It consists of a preamble
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Table B.1: Summary of wireless M-Bus transfer modes

Mode
Frequency

band (MHz)
Bit rate
(kbps)

Brief description of use

S-Stationary 868 16,384
Data sent several times a day to a
stationary/mobile concentrator.

T-Frequent
Transmit

868 66,67
Data sent every few seconds to a

walk-by or drive-by data collector

R-Frequent
Receive

868 2,4
Each meter sends the data to the
collector in a different frequency

channel to avoid interferences

C-Compact 868 50 or 100
Similar to T, but it takes less energy

to transmit the same information
N-Narrowband

VHF
169

2,4; 4,8;
6,4; 19,2

For a long range, narrowband system

F-Frequent
Receive and

Transmit
433 2,4

Bidirectional communication with
NRZ encoding

(header+sync) and a payload that depends on the format implemented, A or B, defined by
EN 13757-4:2019. The main difference between formats is in the data field of the second and
optional blocks. Format A can be used in any of the modes presented in Table B.1, whereas
format B can only be optionally used in modes C, N, and F [263].

For the analysis conducted in Chapter 4, the wireless M-Bus network uses transfer mode
S1 (i.e., unidirectional communications) and, therefore, format A for the messages.

According to EN 13757-4:2019 specification, the modulation used by the wireless M-Bus
protocol in transfer mode S is Frequency Shift Keying (FSK) modulation. To consider the
BER in the simulation model, a lookup table is generated using the SNR-BER relation shown
by (B.1), which is provided by [264], where the SNR is expected in linear units.

BER =
1
2

e
−S NR

2 (B.1)
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Header Sync Payload

Preamble

Format ABlock 1
Length 
(1 byte)

Communication
indication (1 byte)

Manufacturer
ID (2 bytes)

Sending device
address (6 bytes)

CRC-field
(2 bytes)

Block 2
Control Information 

(1 byte)
Data-field

15 bytes or (((L-9) mod 16) - 1) bytes
CRC-field
(2 bytes)

Optional block(s)
Data-field

16 bytes or ((L-9) mod 16) bytes
CRC-field
(2 bytes)

Format B

Control Information 
(1 byte)

Data-field
115 bytes or (L-12) bytes

CRC-field
(2 bytes)

Optional block
Data-field

(L-129) bytes
CRC-field
(2 bytes)

Block 2

Length 
(1 byte)

Communication
indication (1 byte)

Manufacturer
ID (2 bytes)

Sending device
address (6 bytes)

Block 1

Figure B.2: Wireless M-Bus frame formats A and B

B.2 Transmission medium model

To simulate the impact that obstacles (i.e., building’s walls and floors) have on the wireless
M-Bus network performance studied in 4.4.2, three models from the INET framework [169]
are used: path loss model, obstacle loss model, and background noise model.

The path loss model allows to use an algorithm that simulates the power decrease of
the signal as it propagates through the medium. Ideally, an empirical propagation model of
the demonstration site would be the best approach to evaluate the performance of wireless
communications, since it would capture most of the effects that have an impact on the signal
[265].

The obstacle loss model provides algorithms to simulate the power decrease when the
signal is reflected by obstacles’ surfaces and when it is absorbed.

The background noise model describes how the noise affecting the communication channel
may change over space and time.

For the path loss, the free-space path loss model (FSPL) is used (B.2).

FS PL =
(4πd
λ

)2

(B.2)

Where d is the distance between antennas and λ is the wavelength of the signal.
As its name points out, the FSPL model considers the line-of-sight path through free

space, without any obstacles. In order to characterise the dielectric and reflection losses not
modelled by the FSPL model, the dielectric obstacle loss model from INET is used. This
model considers the orientation, material, shape, and position of obstacles in the path to
compute the dielectric and reflection losses of the signal.

Without entering into the geometric details involved in the calculation, the dielectric
losses factor caused by an obstacle is given by (B.3).
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Pz[W] = P0[W] · e
−4δπz
λ (B.3)

Where Pz is the final power of the signal at distance z, P0 is the initial power, and δ is the loss
angle.

Regarding the losses due to the reflection of the signal on obstacles, the model uses the
Fresnel equations, assuming that the signal is unpolarized. The effective transmission of the
signal (Te f f ) can be calculated as shown by (B.4).

Te f f = 1 − Re f f = 1 −
1
2
· (Rs + Rp) (B.4)

Where Re f f is the effective reflectivity and Rs and Rp are the power reflection coefficient
for S-polarized (B.5) and P-polarized (B.6) light, respectively.

Rs =

∣∣∣∣∣n1cos(θi) − n2k
n1cos(θi) + n2k

∣∣∣∣∣2 (B.5)

Rp =

∣∣∣∣∣n1k − n2cos(θi)
n1k + n2cos(θi)

∣∣∣∣∣2 (B.6)

In (B.5) and (B.6), n1 and n2 are the refractive indices of medium 1 (i.e., the air) and 2
(i.e., concrete), respectively; θi is the angle of incidence, and k (cosine of the angle of the
refracted rays with respect to the normal) is given by (B.7).

k =

√
1 −

(n1

n2
· sin(θi)

)2

(B.7)

Therefore, the power of the signal received (PRx) is calculated by applying to the initial
power of transmission (PT x) the gains of the transmitter and receiver antennas (GT x and GRx,
respectively), the FSPL factor, the dielectric losses, and the effective transmission of the
signal due to reflection on obstacles (Te f f ) in linear units:

PRx = PT x ·GT x ·GRx · FS PL · e
−4δπz
λ · Te f f (B.8)

Finally, to consider the impact of background noise, on performance, the Isotropic Di-
mensional Background Noise model from INET is used. This model considers that noise does
not change over space, time, and frequency. It is assumed that the baseline background noise
will be 10−12W (-90dBm). The relation between background noise (NB), the signal-to-noise
ratio (S NR) in linear units, and PRx is expressed by (B.9)

S NR =
PRx

NB
(B.9)
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B.3 Comparison of impact of propagation models

In this appendix section, the performance of the wireless M-Bus system is analysed and com-
pared when using three different propagation models: log-normal path-loss model, ITU-R
P.1238 indoor model [266], and free-space model complemented with dielectric and reflec-
tion losses due to obstacles.

B.3.1 Propagation models

Apart from the free-space model with dielectric and reflection losses that was described in
B.2, two different propagation models are considered: log-normal path loss model and ITU-R
P.1238 indoor model.

Log-normal path loss model

The path losses in this model are given by Eq.B.10.

PL(d)[dB] = PL(d0)[dB] + 10nlog
(

d
d0

)
+ Xσ (B.10)

Where PL(d0) is the path loss at a reference distance, d0; n is the loss rate, which depends
on the environment; d is the distance between transmitter and receiver; and Xσ is a zero-mean
Gaussian distributed variable with standard deviation σ (in dB).

ITU-R P.1238 Indoor Model

The path losses in this model are given by Eq.B.11 [266].

PL(d)[dB] = PL(d0)[dB] + 10nlog
(

d
d0

)
+ L f (n f ) (B.11)

Where, for d0 = 1m, PL(d0)[dB] = 20log( f ) − 28 with frequency, f , in MHz; and L f (n f )
is the floor penetration loss factor in dB that depends on the number of floors, n f , between
transmitter and receiver.

According to [266], n can increase to around 4 for a typical indoor environment where the
signal encounters obstacles and walls. For f = 0.9GHz in a residential environment, L f (n f )
takes the values of 9, 19, and 24dB when n f is 1, 2 and 3 floors, respectively.

B.3.2 Scenarios and settings for the comparative analysis of
propagation models

To carry out the comparison of propagation models, these have been configured based on the
settings used by the literature in similar contexts.
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Table B.2 shows the values for the configuration of the path loss models studied. Two vari-
ations for the log-normal model are considered. Log-normal #1 is taken from [267], which
studies the performance of wireless M-Bus in a common indoor environment in residential
buildings; on the other hand, log-normal #2 takes its values from [268], where an indoor-
to-street scenario is considered. Regarding the ITU-R P.1238, the path loss exponent, n,
can take values between 2 (commercial environment) and 3.3 (office environment) for a 900
MHz signal [269], and up to 4 in certain cases [266]. Here, n = 3 is taken, based on path loss
exponents in [268], [270].

Table B.2: Configurations of the log-normal and ITU-R P.1238 models considered for com-
parison.

Model d0 n σ Ref.

Log-Normal #1 1m 2.97 3dB [267]
Log-Normal #2 1m 3 7dB [268]
ITU-R P.1238 1m 3 - [266], [268], [270]

Regarding simulated scenarios, Table B.3 summarises the characteristics of the scenarios
studied and Figure B.3 shows a top view of the area considered for each scenario. Scenario
#1 is the baseline scenario (same as in section 4.4.2): one cluster of buildings with 96 sensors
deployed and the data collector placed at the center of the cluster. Scenario #2 represents the
scalability scenario, where up to 384 sensors are distributed among four clusters of buildings,
with the data collector placed at the center of the area of the four clusters.

Table B.3: Analysed scenarios.

Scenario
No. of

clusters
Floors per
building

Data collector’s location

#1 1 3 Center of one cluster
#2 4 3 Center of four clusters

B.3.3 Simulation results

In this section of Appendix B, the simulation results showing the performance of the wireless
M-Bus system under the assumption of the different propagation models are presented and
discussed.

Figure B.4 and Figure B.5 (scenario #1 -baseline- and #2 -scalability-, respectively) show
two plots each. The bottom plot shows the SNR got by the data collector for each sensor that
successfully sends a message. For each propagation model, this is plotted over the theoretical
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Scenario  #1

Scenario  #2

Figure B.3: Top view of the scenarios considered.

curve corresponding to the SNR-BER relation of FSK modulation, which is the one used by
wireless M-Bus in transfer mode S [264]. For visual simplification, of the two log-normal
models considered, only the log-normal #1 is shown. On the other hand, the top plot in the
figures shows the number of sensors sending messages within each SNR range.

Figure B.4 shows that, except for the ITU-R P.1238 model, the propagation models
considered present an SNR higher than 17.5 dB for this scenario, which requires a very low
BER and a high probability of receiving all the messages correctly. Thus, there are practi-
cally no red and black points in the figure. On the other hand, when using the ITU-R P.1238
model, the SNR range is approximately between 10 and 20 dB, with a strong concentration
in the 10-15 dB range. Despite the BER being significantly higher when using ITU-R P.1238,
the data collector managed to receive all the information from the 96 sensors in the cluster
for this case. Therefore, in the baseline scenario, all the propagation models studied provide
acceptable performance results. These results contrast significantly with those in scenario #2.

Figure B.5 shows the BER-SNR curve of the models when scaling up the system (scenario
#2). With respect to scenario #1, the BER-SNR of log-normal #1 now has values in the SNR
range plotted, although it is observed that most of the sensors would have an SNR higher than
15 dB.

Figure B.6 plots the KPIs for the different propagation models analysed in scenario #2.
Starting with the delivery ratio, when any of the log-normal models is applied to the prop-
agation medium, it can be observed that the data collector manages to get all the necessary
measures from all the sensors (delivery ratio ≈ 1). The FSPL+obstacles and the ITU-R
P.1238 models, on the other hand, provide a delivery ratio below 0.8, which would not be
acceptable in a real implementation, as the data collector would miss more than 20% of the
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Figure B.4: BER-SNR for the propagation models studied. Scenario #1

information sent by the sensors, which is represented by the message error ratio plot in Figure
B.6. In addition to this, in all likelihood the missing sensors would always be the same ones:
those presenting a low SNR and, therefore, high BER in Figure B.5.

In the message error ratio plot in Figure B.6 it can also be appreciated the effect of increas-
ing the standard deviation of the Gaussian distribution in the log-normal models. Log-normal
#2, which has a σ = 7dB, presents a message error ratio ≈ 0.1, whereas log-normal #1
(σ = 3dB) presents a close-to-null error ratio.

Regarding the gross delivery ratio, Figure B.6 shows that it decreases when increasing
the number of sensors deployed, regardless of the propagation model used. This is because
the message collision probability, which is related to this ratio, does not depend on the prop-
agation model, just on the number of sensors. It must be highlighted that, despite collision
probability increases with the number of sensors deployed, it is observed that it does not have
an impact on the delivery ratio for any of the models analysed. This means that the main cause
for the data collector not being able to collect the information from all the sensors would be
the reception of messages with errors and not a large number of sensors. Therefore, the scala-
bility analysis of the system is significantly influenced by the propagation model defined for
the simulation. If the model cannot be adjusted empirically, a good approach would be to
use the FSPL model with obstacle-related losses when the obstacles can be modelled in an
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Figure B.5: BER-SNR for the propagation models studied. Scenario #2

acceptable way, hedging the risk of getting too optimistic scalability results. Therefore, this is
the approach selected for the analysis in section 4.4.2. If obstacles cannot be fairly modelled,
for an indoor environment it is observed that the ITU-R P.1238 model would constitute an
even more conservative approach for the analysis, as results in [271] also point out.
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Figure B.6: Delivery ratio, message error ratio, and gross delivery ratio depending on the
number of sensors, using different propagation models. Scenario #2
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Appendix C

Distributed Generation in the PST-16
System

The penetration of solar PV per voltage level in Spain on March 2023 is shown by Table C.1
[202]. For the study, only the solar PV connected to <145kV is considered (i.e., distributed
solar PV).

Table C.1: Installed capacity of Solar PV generation in Spain per voltage level. Date: March
2023. Source: [202]

Voltage (kV)
Solar PV Generation

(GW)
% of solar PV

0 ≤ V < 1 1.67 9.56%

1 ≤ V < 36 2.92 16.72%

145 ≤ V ≤ 400 10.27 58.8%

36 ≤ V < 72.5 1.31 7.50%

72.5 ≤ V < 145 1.29 7.41%

By considering the current electricity generation capacity of Spain, and the generation
that is pending its start-up, but that has the permission to connect to the system [203], the per-
centage of solar PV connected to <145kV over the total generation capacity can be estimated
for both the years 2023 and 2030, when it is assumed that all this expected generation will be
already connected. Table C.2 shows this estimation for the years 2023 and 2030 in Spain.

5.96% and 9.79% of distributed solar PV penetration equals to 365 MW and 599 MW
of the total generation capacity in area C of the PST-16 system model. Since only the load
buses which do not have bulk generation connected are considered for the deployment of
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Table C.2: Estimated solar PV generation connected to <145kV for the years 2023 and 2030
in Spain. Source: Own elaboration based on public data from [202] and [203].

Scenario
Solar PV<145kV

Total Generation Power (GW)
(GW) (%)

2023 7.191 5.96 120.64

2030 24.65 9.79 251.904

distributed solar PV (see Figure 5.7), the total amount of demand to which distributed solar
PV would be connected is 5.46 GW. Therefore, with these values in mind, the percentage
of this demand that could be supplied by distributed solar PV would be 6.68% and 10.97%
for 2023 and 2030, respectively. These values are rounded down to 5 and 10%. For the
analysis presented in Chapter 5 (section 5.5), only the 2030 scenario is considered, with 10%
of demand supplied by distributed solar PV.

Table C.3 shows the distributed solar PV that would be connected to each load bus for the
years 2023 and 2030.
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Table C.3: Distributed solar PV generation per bus of area C (PST-16) for THE years 2023
and 2030

Bus 2023 (5%) 2030 (10%)

C1 30 MW 60MW

C3 30 MW 60MW

C4 25 MW 50MW

C5a 3 MW 6MW

C6 25 MW 50MW

C6a 30 MW 60MW

C8a 25 MW 50MW

C9 25 MW 50MW

C11 20 MW 40MW

C13 30 MW 60MW

C14a 2 MW 4MW

C15 25 MW 50MW

C16 1 MW 2MW

C17 0.5 MW 1MW

C18 1 MW 2MW

C19 0.75 MW 1.5MW
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Appendix D

TSO-DSO Coordination Schemes

Table D.1 provides the equivalence of the nomenclature used among EU H2020 projects and
ASM when referring to market-based coordination schemes between TSOs and DSOs.

Table D.1: Coordination schemes comparison among EU H2020 projects and [219]. Based
on [222], [272]

ASM
[219]

SmartNet CoordiNet INTERRFACE

Option 1
-Local ancillary services market model

-Multi-level -1A
-Fragmented -1B

-Shared balancing responsibility model
-Central -1C
-Local

Option 2
-Common TSO-DSO ancillary - Common -2A

services market model -Integrated -2B

Option 3

-Centralised ancillary services -Local -3A
market model -Distributed -3B

-Local ancillary services -Central -3C
market model -3D

Out of scope

-Local ancillary services -Multi-level
market model -Fragmented

-Integrated flexibility market model -Central
-Local
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[13] S. R. S, T. Dragičević, P. Siano, and S. S. Prabaharan, “Future generation 5g wireless
networks for smart grid: A comprehensive review,” Energies, vol. 12, no. 11, 2019,
issn: 1996-1073, doi: 10.3390/en12112140.

[14] N. M. Kumar, A. A. Chand, M. Malvoni, K. A. Prasad, K. A. Mamun, F. Islam,
and S. S. Chopra, “Distributed energy resources and the application of ai, iot, and
blockchain in smart grids,” Energies, vol. 13, no. 21, 2020, issn: 1996-1073, doi:
10.3390/en13215739.

[15] A. De Paola, N. Andreadou, and E. Kotsakis, “Clean Energy Technology Observa-
tory: Smart Grids in the European Union - 2023 Status Report on Technology De-
velopment Trends, Value Chains and Markets,” Publications Office of the European
Union, Luxembourg, 2023, issn: 1831-9424, doi: 10.2760/237911.

[16] C. Athanasiadis, T. Papadopoulos, G. Kryonidis, and D. Doukas, “A review of dis-
tribution network applications based on smart meter data analytics,” Renewable and
Sustainable Energy Reviews, vol. 191, p. 114 151, 2024, issn: 1364-0321, doi: https:
//doi.org/10.1016/j.rser.2023.114151.
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[60] N. R. Pérez, M. A. Sanz-Bobi, and A. S. Paniagua, “Analysis of an edge-computing-
based solution for local data processing at secondary substations,” in 2021 IEEE
Madrid PowerTech, 2021, pp. 1–6, doi: 10 . 1109 / PowerTech46648 . 2021 .
9494971.

[61] X.-S. Zhou, J.-W. Mi, Y.-J. Ma, and Z.-Q. Gao, “Cloud Computing Technology
in Smart Grid,” DEStech Transactions on Engineering and Technology Research,
no. icmeca, Jul. 2017, issn: 2475-885X, doi: 10 . 12783 / dtetr / icmeca2017 /
11958.

[62] S. Yang, B. Vaagensmith, and D. Patra, “Power Grid Contingency Analysis with Ma-
chine Learning: A Brief Survey and Prospects,” in 2020 Resilience Week (RWS), Oct.
2020, pp. 119–125, doi: 10.1109/RWS50334.2020.9241293.
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[160] F. Malandra and B. Sansò, “Performance Evaluation of Large-scale RF-Mesh Net-
works in a Smart City Context,” en, Mobile Networks and Applications, vol. 23, no. 4,
pp. 912–920, Aug. 2018, issn: 1383-469X, 1572-8153, doi: 10.1007/s11036-017-
0958-y.

[161] Y. Liu, C. Yang, L. Jiang, S. Xie, and Y. Zhang, “Intelligent Edge Computing for IoT-
Based Energy Management in Smart Cities,” IEEE Network, vol. 33, no. 2, pp. 111–
117, Mar. 2019, issn: 1558-156X, doi: 10.1109/MNET.2019.1800254.

[162] P. K. Sharma, S. Rathore, and J. H. Park, “DistArch-SCNet: Blockchain-Based Dis-
tributed Architecture with Li-Fi Communication for a Scalable Smart City Network,”
IEEE Consumer Electronics Magazine, vol. 7, no. 4, pp. 55–64, Jul. 2018, issn: 2162-
2256, doi: 10.1109/MCE.2018.2816745.

[163] OMNeT++, Omnet++ discrete event simulator, [Online]. Available: https : / /
omnetpp.org/ (visited on Dec. 27, 2023).

[164] Ackspace, Cat5 Technical Sheet, [Online]. Available: https://ackspace.nl/w/
images/b/b1/Cat5_reference_sheet.pdf (visited on Mar. 7, 2022).

[165] E. Gamess, B. Smith, and G. Francia III, “Performance Evaluation of Modbus TCP
in Normal Operation and Under A Distributed Denial of Service Attack,” en, Inter-
national journal of Computer Networks & Communications, vol. 12, no. 2, pp. 1–21,
Mar. 2020, issn: 09752293, doi: 10.5121/ijcnc.2020.12201.

[166] “Ieee standard for ethernet,” IEEE Std 802.3-2022 (Revision of IEEE Std 802.3-2018),
pp. 1–7025, 2022, doi: 10.1109/IEEESTD.2022.9844436.

177

https://doi.org/10.5220/0006306200350046
https://doi.org/10.1109/ICC.2018.8422799
https://doi.org/10.1109/ICC.2018.8422799
https://doi.org/10.1109/ISGT.2014.6816449
https://doi.org/10.1007/s11036-017-0958-y
https://doi.org/10.1007/s11036-017-0958-y
https://doi.org/10.1109/MNET.2019.1800254
https://doi.org/10.1109/MCE.2018.2816745
https://omnetpp.org/
https://omnetpp.org/
https://ackspace.nl/w/images/b/b1/Cat5_reference_sheet.pdf
https://ackspace.nl/w/images/b/b1/Cat5_reference_sheet.pdf
https://doi.org/10.5121/ijcnc.2020.12201
https://doi.org/10.1109/IEEESTD.2022.9844436


Bibliography

[167] Egain, Egain Sense Technical Sheet, Jun. 2020, [Online]. Available: https : / /
wwwegainio.cdn.triggerfish.cloud/uploads/2020/06/egain-techspecs_

egain-sense-908_version-a_2020-1.pdf (visited on Oct. 28, 2022).

[168] Egain, Egain Edge Hub Technical Sheet, Jun. 2020, [Online]. Available: https :
/ / wwwegainio . cdn . triggerfish . cloud / uploads / 2020 / 06 / egain -

techspecs _ 913 - edge - hub _ version - a _ 2020 - 1 . pdf (visited on Oct. 28,
2022).

[169] INET, INET Framework -An open-source OMNeT++ model suite for wired, wireless
and mobile networks. [Online]. Available: https://inet.omnetpp.org/ (visited
on Nov. 2, 2022).
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