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Prologue

At the intersection of emerging technology and the educational 
horizon, Artificial Intelligence and Education: Enhancing Human 
Capabilities, Protecting Rights, and Fostering Effective Collaboration 
between Humans and Machines in Life, Learning, and Work is un-
veiled as an enlightening work. This book transcends the mere 
analysis of artificial intelligence (AI) as a technological tool, to 
explore its role as a catalyst in transforming education, enhanc-
ing accessibility, and promoting digital well-being.

Through its meticulously selected and articulated chapters, 
the work invites readers to dive into a deep and varied explora-
tion of how AI is redefining the contours of education and learn-
ing. From analyzing AI training programs for college students to 
assessing future teachers’ attitudes and perceptions of AI, each 
section offers unique perspectives and expansive horizons on the 
intersection of technology and pedagogy.

The book addresses the responsible implementation of AI as 
a tool for educational transformation, emphasizing the impor-
tance of protecting rights and promoting digital well-being. By 
exploring the use of AI tools to enhance education accessibility 
for people with disabilities, the inclusive potential of technology 
is highlighted. The implementation and evaluation of a chatbot 
designed to enhance inclusive learning through Universal De-
sign for Learning emphasizes the need for innovative pedagogi-
cal approaches that align with the capabilities and needs of all 
students.

Prologue
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The work also delves into the social impact of AI, examining 
its use in the educational process and its association with per-
sonality traits among college students. The exploration of AI in 
digital learning contexts, including assessing the emotional and 
pedagogical impact of historical simulations through ChatGPT, 
offers a window into the pedagogical possibilities of technology.

Furthermore, training GPT as a standardized patient and us-
ing AI to assess cognitive complexity in didactic tasks reflect the 
versatility of AI in educational settings. The application of new 
technologies to enhance human anatomy learning demonstrates 
the untapped potential of AI in specific areas of knowledge.

Artificial Intelligence and Education is not merely a book about 
the convergence of technology and pedagogy but also a call to 
educators, technology developers, students, and policymakers. 
This work challenges us to reflect on the ways in which we can 
employ artificial intelligence to not only optimize and revolu-
tionize teaching methods but also to enrich the human experi-
ence as a whole, safeguard essential rights, and foster effective 
and ethical synergy between humans and intelligent systems.

This book is an invitation to imagine a future where AI and 
education coexist in harmony, enhancing human capabilities 
and opening new pathways for learning and work in the digital 
age. It challenges us all to actively participate in shaping this fu-
ture, ensuring that technology serves as a bridge to a more inclu-
sive, fair, and humane world.
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1.1. Introduction
The phenomenon of digitalization, together with the emergence 
of generative artificial intelligence (GAI), constitutes a formidable 
challenge for teaching and learning paradigms within higher edu-
cation. Despite the obvious advantages and promising perspec-
tives, they offer, these technological advances introduce profound 
complexities in terms of academic integrity, an indispensable cor-
nerstone in the construction and dissemination of knowledge 
(Cotton, Cotton & Shipaway, 2023; Liao, Palvia & Lin, 2021; UN-
ESCO, 2019b). In this scenario, teacher training for the effective 
and ethical use of AI becomes an essential component to maxi-
mize the educational benefits of these tools while simultaneously 
mitigating the risks associated with their implementation.

UNESCO (2019a, 2021b) emphasizes the need for a deep un-
derstanding of how AI can support learning objectives without 
compromising academic ethics and intended learning outcomes. 
Thus, the organization sees AI’s potential to address some of to-
day’s education challenges: innovating teaching-learning practices 
and advancing towards achieving Sustainable Development Goal 
4, which aims to ensure inclusive, equitable quality education and 
promote lifelong learning opportunities for all. However, it is also 
crucial to acknowledge that the impact of AI in Education presents 
various facets and challenges. Research by Tal Waltzer et al. (2023) 
offers a critical view of the ethical implications of AI in the educa-
tional context, highlighting the increasingly present dilemma be-
tween innovation and ethics in university classrooms. This theoret-
ical discussion underscores the importance of developing pedagog-
ical strategies and institutional policies that balance these aspects.

The analysis of AI’s role in promoting academic integrity has 
gained increasing relevance. Studies like those by Rodriguez et al. 
(2023) and Dupps (2023) explore how advanced tools can assist 
in plagiarism detection and the maintenance of academic integrity, 
while research by Chan (2023) introduces the term “AI-giarism”, 
highlighting the need to develop effective strategies against this 
form of academic dishonesty.
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The relationship between AI and plagiarism is inherently 
complex (Sarkar, 2023; Yeo, 2023; Quidwai, Chunhui and 
Dube, 2023). On the one hand, AI serves a facilitating role that 
naturally integrates into academic practices; recent research sug-
gests that plagiarism of AI-generated content is perceived as less 
unethical (Longoni, Tully, and Sharif, 2023). On the other hand, 
it acts as a control tool; studies like that by Santra (2023) pro-
pose an AI vs. AI showdown in plagiarism detection, moving to-
wards more sophisticated systems for identifying plagiarized 
content. Therefore, to combat plagiarism and promote academic 
integrity, it is crucial to integrate AI tools with pedagogical ap-
proaches, in order to leverage their facilitative value in the learn-
ing experience while reinforcing academic integrity.

It is essential to highlight the importance of focusing efforts 
on education about the ethical use of artificial intelligence (AI) 
and its application to preserve the authenticity and educational 
value of academic activities. The studies conducted by Sullivan 
et al. (2023) and Perkins (2023) emphasize the urgency of 
adapting educational policies to effectively address the various 
challenges and opportunities arising from the integration of AI 
in higher education.1 

In this study we aimed to explore and analyze the perceptions 
and experiences of faculty members in Spain about the impact of 
Artificial Intelligence on academic integrity, focusing especially 
on the prevention and detection of plagiarism. We sought to un-
derstand how educators perceive the relationship between AI 
and academic ethics, identifying both the benefits and challeng-
es that this technology introduces in the context of higher educa-
tion, and evaluate current strategies used to integrate AI into 
teaching practices.

1.2. Methodology
In this research, a descriptive methodology was used with the 
purpose of analyzing the perceptions and opinions of faculty 

1. UNESCO’s Recommendation on the Ethics of Artificial Intelligence (2021b) is 
an essential reference, as is the Beijing Consensus on Artificial Intelligence and Educa-
tion (2019b) and the guide on Artificial Intelligence and education for those responsible 
politicians (UNESCO,2021a).
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members in Spain about AI and the challenges it presents for 
higher education. The methodological approach was designed to 
obtain a detailed and systematic view of teachers’ attitudes and 
views in this specific context. The main methodological aspects 
of the research are described below:

• Survey design: A structured questionnaire was designed, ad-
dressing relevant aspects related to the faculty’s perception of 
AI and its impact on university education. The questionnaire 
was constructed with reference to existing academic literature 
and adapted to the characteristics and needs of the target popu-
lation, Spanish university faculty. The design was validated by 
a group of experts comprising specialists in AI, in educational 
research methodologies, and in the sociology of education.

• Sample selection: In Spain, for the 2021-22 academic year, 
the teaching and research staff comprised 133,484 faculty 
members, thus the sample considered 95% confidence mar-
gin and 9% margin of error. The target population were fac-
ulty members of different disciplines and categories recog-
nized in the Spanish university. The sample was selected 
through an open invitation to participate in the survey, with-
out stratified restrictions. A total of 140 responses were re-
ceived from faculty members from various areas of knowl-
edge and different public and private academic institutions, 
which, after screening, amounted to 135. The stratification 
was as follows: 74 women and 61 men, from 16 universities.

• Data collection: The survey was administered online through 
a digital platform, allowing participants to respond conveni-
ently. The responses were obtained by inviting the teachers to 
participate voluntarily.

• Data analysis: For data analysis, descriptive statistical tech-
niques were used. In addition, statistical software tools were 
used to process and visualize the results effectively.

• Ethical considerations: Informed consent was obtained from 
all participants, and the confidentiality of their responses was 
guaranteed. The study was conducted in compliance with the 
applicable ethical and legal standards in research with human 
beings. The survey was reviewed and validated by the Re-
search Ethics and Animal Welfare Committee of the Univer-
sity of La Laguna.
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This framework proposes an inclusive strategy, inviting facul-
ty members from a wide range of disciplines and universities in 
Spain to participate without applying stratified restrictions. 
While this approach might introduce some variability in the rep-
resentativeness of the sample, it is important to recognize its po-
tential to capture a wide diversity of perspectives and experienc-
es. This approach allows us to obtain a valuable preliminary in-
sight into the perceptions and opinions of the faculty, 
establishing a starting point for future research.

1.3. Results and discussion
We break down our analysis into three sections that we deter-
mine are critical to appreciating both the opportunities and chal-
lenges introduced by AI in academia. The first section explores 
faculty training in AI tools, as this is an imperative for the effec-
tive integration of this technology in the teaching and learning 
processes, and for the promotion of academic integrity. The sec-
ond section delves into the risks associated with implementing 
AI in education, especially as it relates to plagiarism, examining 
how, despite its advantages, AI can facilitate dishonest academic 
behavior. Through the analysis of the risks and benefits indicat-
ed by faculty, we sought to understand how to use AI in a way 
that it promotes academic integrity without undermining educa-
tional quality. Finally, in the last section, we discuss the strate-
gies used to prevent plagiarism in student work and how educa-
tors can prepare to detect the use of AI among students, thus en-
suring the preservation of academic integrity.

Teacher education: experience and training

In the survey conducted, we investigated teachers’ knowledge 
and mastery of a variety of artificial intelligence tools. Table 1.1 
presents the responses, providing valuable information about 
the extent of these skills among educators.
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Table 1.1. Experience with AI tools

Application Women Men Total

Conversational AI 73.77% 76.00% 75.00%

AI that transforms text into scientific reasoning 1.64% 1.33% 1.47%

AI for literary writing 31.15% 26.67% 28.68%

AI for medical advice 0.00% 5.33% 2.94%

Creating travel itineraries 8.20% 6.67% 7.35%

Extracting information from documents 21.31% 24.00% 22.79%

Translation 75.41% 72.00% 73.53%

Image editing 0.00% 8.00% 4.41%

Artistic creation from texts 11.48% 28.00% 20.59%

From text to video 6.56% 6.67% 6.62%

From text to 3D 0.00% 1.33% 0.74%

From text to code 1.64% 12.00% 7.35%

From text to spoken speech 1.64% 8.00% 5.15%

From spoken speech to spoken speech: voice imitators 0.00% 2.67% 1.47%

From spoken speech to text 1.64% 12.00% 7.35%

From images to texts 1.64% 0.00% 0.74%

From video to text 0.00% 2.67% 1.47%

From text to music 1.64% 1.33% 1.47%

Music editing 3.28% 4.00% 3.68%

Source: developed by authors.

Table 1.1 reveals a high valuation of tools that facilitate com-
munication and access to information in different languages, 
with conversational AI and translation tools standing out in par-
ticular, with 75% and 73.53% total usage, respectively.

On the other hand, certain AI tools show very low adoption, 
such as AI that transforms text into scientific reasoning and the 
conversion of text to 3D, with only 1.47% and 0.74% usage, re-
spectively. This could indicate a perception of lesser practical rel-
evance or a lack of knowledge about these applications among 
teachers. However, there is moderate interest in creative and pro-
ductivity applications, such as literary writing, extracting infor-
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mation from documents, and artistic creation from texts, under-
scoring the potential seen in AI to facilitate creative tasks and in-
formation management.

Regarding gender distribution, participation in the use of AI 
tools shows variability between men and women, with areas of 
significant disparity suggesting unequal preference or access. For 
example, in artistic creation from texts, a higher male participa-
tion was observed. Moreover, certain tools were not used by the 
surveyed women. Despite these differences, in applications such 
as conversational AI, nearly equal participation between genders 
was noted, indicating areas of inclusion and equity in the use of 
these technologies.

This analysis reflects a complex panorama of how AI tools are 
being integrated into the educational field, with clear preferenc-
es towards applications that support communication and access 
to information, while identifying opportunity areas to increase 
awareness and training in less used AI tools. The gender distribu-
tion in the adoption of these tools also underscores the need to 
investigate and address the barriers that limit equitable partici-
pation in the use of AI.

When teachers were asked about the specific AI training they had 
received, the data revealed a concerning scenario. The percentage 
distribution of the training received is presented below (Table 1.2).

Table 1.2. Training received

Training received Women Men  Total

No, I have not received 70.49% 77.33% 74.26%

Yes, quite a bit 4.92% 1.33% 2.94%

Yes, but insufficient 24.59% 21.33% 22.79%

Source: developed by authors.

As is evident from the data, a substantial majority of educa-
tors, comprising 70.49% of women and 77.33% of men, had 
not received any form of AI training. This disparity underscores a 
notable deficiency in the preparation required for effective AI in-
tegration within educational contexts.

Conversely, a minority of faculty members, representing 
4.92% of women and 1.33% of men, reported having received 
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extensive AI training. However, despite this, the overall percent-
age of educators equipped with comprehensive training remains 
strikingly low, standing at merely 2.94%.

Moreover, a significant segment of the teaching cohort, en-
compassing 24.59% of women and 21.33% of men, admits to 
receiving some level of AI training but deems it insufficient. This 
underscores the urgent imperative for educational institutions to 
enhance existing AI training initiatives, ensuring that educators 
are adequately equipped with the requisite skills for proficient AI 
integration into their teaching methodologies.

Ethical challenges

The analysis of faculty responses regarding the risks associated 
with AI education highlights a diversity of concerns. The follow-
ing table provides a detailed breakdown of these perceived risks, 
highlighting notable differences in the perspectives of men and 
women (Table 1.3).

Table 1.3. Risk of AI education

Type of risk Women Men Total

Displacement of teachers 3.28% 9.33% 6.62%

Plagiarism 29.51% 44.00% 37.50%

Overuse of technology 14.75% 2.67% 8.09%

Access to technology gap 27.87% 32.00% 30.15%

Algorithmic discrimination 16.39% 14.67% 15.44%

Digital skills gap to use AI 32.79% 20.00% 25.74%

Excessive dependence on technology 32.79% 42.67% 38.24%

Lack of transparency of its decisions 11.48% 29.33% 21.32%

Loss of important skills 45.90% 46.67% 46.32%

Privacy and data security 31.15% 28.00% 29.41%

Biases 29.51% 28.00% 28.68%

I do not perceive medium-term risks 1.64% 0.00% 0.74%

Source: developed by authors.
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Table 1.3 shows that plagiarism is considered one of the main 
risks by the faculty members, with 37.5% of respondents indi-
cating this concern. This percentage demonstrates the perception 
that AI tools can facilitate dishonest practices. The loss of critical 
skills (46.32%) and the excessive dependence on technology 
(38.24%) are also worrying aspects, but in terms of academic in-
tegrity, it is plagiarism that stands out as a particularly relevant 
challenge.

Addressing this concern involves developing strategies for the 
detection and sanctioning of plagiarism, but also preventive 
measures. This includes integrating ethical principles into the 
educational curriculum, promoting a deep understanding of in-
tellectual property, and cultivating critical skills that allow stu-
dents and faculty members to evaluate and create content re-
sponsibly and originally.

Moreover, the response requires multidisciplinary collabora-
tion, involving technologists, educators, and legislators, to create 
a framework that not only addresses the consequences of plagia-
rism but also fosters a culture of honesty and respect for intellec-
tual property. This joint effort can include the development of 
more sophisticated plagiarism detection technologies, the im-
plementation of educational policies that emphasize originality 
and ethics in academic work, and the creation of training pro-
grams for teachers and students on the ethical use of AI.

In the inquiry regarding the advantages that artificial intelli-
gence contributes to the academic assignment preparation pro-
cess, the faculty’s responses exhibit a complex and varied per-
spective, as detailed in Table 1.4.

Table 1.4. Benefits of AI for completing assignments

Response Men Women Total

Depends on the type of work 88.52% 61.33% 73.53%

Not sure 1.64% 10.67% 6.62%

No, never 16.39% 5.33% 10.29%

Yes, always 16.39% 4.00% 9.56%

Source: developed by authors.
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The responses reveal that a majority of teachers, 88.52% of 
men and 61.33% of women, agree that the effectiveness of AI in 
education is contingent on the specific type of academic task. 
This stance suggests a careful valuation of the technology, em-
phasizing the importance of applying it in a way that aligns with 
specific pedagogical objectives.

A significant difference was detected regarding uncertainty 
about the benefits of AI, with 10.67% of women showing inde-
cision, in contrast to only 1.64% of men. On the other hand, a 
higher percentage of men (16.39%) expressed a negative stance 
towards the incorporation of AI in academic tasks, compared 
with 5.33% of women. The unconditional acceptance of AI as a 
pedagogical tool turns out to be less common, with small frac-
tions of both genders (16.39% of men and 4.00% of women).

This spectrum of responses underscores the predominance of 
an attitude that considers the specific context in the application 
of AI in academia, while revealing significant variations in the 
level of certainty and openness towards the technology between 
men and women. Collectively, these findings reinforce the need 
for a reflective and adaptive approach towards the integration of 
AI in the educational realm, promoting a balance between inno-
vative possibilities and ethical and pedagogical considerations.

To the question of whether AI for academic work can encour-
age plagiarism, the responses offer an insightful view into the 
ethical and practical implications of this technology in the field 
of education (Table 1.5).

Table 1.5. Perceptions on AI and the promotion of plagiarism in academic 
works

Women Men Total

I’m not sure. 8.20% 2.67% 5.15%

No, I don’t think it encourages plagiarism. 3.28% 2.67% 2.94%

Yes, definitely. 45.90% 48.00% 47.06%

Maybe, depends on the type of work. 42.62% 46.67% 44.85%

Source: developed by authors.

The data show that a significant majority of the surveyed par-
ticipants believe that the use of AI in academic work can encour-
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age plagiarism, either definitively (47.06%) or depending on the 
type of work (44.85%). A smaller number of educators are not 
sure or do not believe that AI encourages plagiarism in academic 
work.

This concern reflects an awareness of the possible ethical and 
practical implications of using AI in education, particularly in re-
lation to plagiarism. These responses suggest the need for clear 
guidelines, education on the ethical use of AI, and effective tools 
to detect and prevent plagiarism in the academic context. The 
ambivalence or uncertainty of some educators also underlines 
the importance of further discussion and training on the issue.

A pertinent issue examined was how often faculty members 
encounter plagiarism in student assignments. When questioned 
on this matter, we received a wide array of responses, which are 
documented in Table 1.6:

Table 1.6. Detection of plagiarism cases in student assignment

Responses Women Men Total

I have suspected it in some cases, but could not confirm. 16.39% 8.00% 11.76%

No, I have never detected plagiarism. 8.20% 6.67% 7.35%

Yes, at some point. 45.90% 54.67% 50.74%

Yes, although very few times. 1.64% 6.67% 4.41%

Yes, on many occasions. 27.87% 24.00% 25.74%

Source: developed by authors.

The analysis of the data reflects that plagiarism is a situation 
that educators face frequently face. A total of 50.74% of the re-
spondents had identified cases of plagiarism at least once, and 
25.74% indicated having detected it many times. The existence 
of suspected plagiarism that could not be confirmed suggests a 
gap in the tools or methods available for effective detection and 
verification of plagiarism.

The diversity in the detection and management of plagiarism 
points to the need to strengthen training in this area, ensuring 
that educators are better prepared to identify and address these 
situations appropriately, thus contributing to the preservation of 
academic integrity.



24 Artificial Intelligence and Education

Prevention and detection strategies

Upon inquiring about the strategies implemented to deter pla-
giarism in student assignments, the responses indicated a diverse 
range of preventive measures, as outlined in Table 1.7.

Table 1.7. Measures employed to prevent plagiarism

Strategy Men Women Total

I inform about the effects of dishonest practices. 76.00% 76.67% 76.30%

I use anti-plagiarism tools for most of the assignments. 8.00% 6.67% 7.41%

I use anti-plagiarism tools only for dissertations I super-
vise (FYP and FMP).

36.00% 33.33% 34.81%

I am able to detect it without the need for anti- plagiarism 
tools.

2.67% 3.33% 2.96%

I do nothing. 2.67% 3.33% 2.96%

Source: developed by authors.

Table 1.7 reveals a multifaceted and holistic approach in the fight 
against this practice. Since respondents could select multiple op-
tions, the data reflect a combination of strategies used by educators. 
The most notable option, chosen by approximately 76% of partici-
pants, is to inform about the effects of dishonest practices. This high 
selection underscores the importance that educators place on edu-
cation and ethical awareness as key tools in preventing plagiarism.

Despite the possibility of choosing multiple answers, the use 
of anti-plagiarism tools in a generalized manner for all types of 
work is notably lower, with around 7.41% of respondents indi-
cating their use in most of the assignments and approximately 
34.81% in final degree or master’s projects. This suggests that, 
while technological tools are valued, they are possibly not seen 
as the only or main line of defense. The preference for educa-
tional approaches and personal assessment before resorting to 
technological solutions becomes evident.

Furthermore, a smaller percentage of educators, around 3%, 
trust their ability to detect plagiarism without the assistance of 
tools, which, although low, becomes significant in the context of 
multiple responses. This could be interpreted as a backup ap-
proach that complements other measures taken.
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The fact that only a minority admit to not taking specific 
measures against plagiarism is somewhat concerning. This indi-
cates that the majority of educators are actively involved and 
concerned about preventing plagiarism.

In summary, the results reflect a general preference for a di-
versified approach in plagiarism prevention, where education 
and awareness hold a central place, complemented by the selec-
tive use of technological tools and trust in personal judgment. 
This multidimensional approach is indicative of the complexity 
of the plagiarism problem and the need for a comprehensive ap-
proach to combat it effectively.

When inquired about their capability to identify and mitigate 
plagiarism, the responses unveiled a varied spectrum of confi-
dence and readiness within the academic personnel (Table 1.8).

Table 1.8. Preparation for detecting AI usage 

Level of preparedness Women Men Total

1. Not prepared at all 27.87% 16.00% 21.32%

2. Slightly prepared 31.15% 33.33% 32.35%

3. Partially prepared 22.95% 36.00% 30.15%

4. Prepared 16.39% 10.67% 13.24%

5. Fully prepared 1.64% 4.00% 2.94%

Source: developed by authors.

In aggregate terms, an inclination towards moderate to low 
levels of preparation is evident, with the majority of participants 
classifying themselves in the areas of “slightly prepared” (32.35%) 
and “partially prepared” (30.15%). A noteworthy observation 
arises from the marked minority of respondents who classify 
themselves as “fully prepared” (2.94%), indicating a possible in-
adequacy of resources, knowledge or confidence in relation to 
competently identifying and managing applications of AI.

When disaggregating the data by gender, noticeable disparities 
emerged. Women tend to exhibit lower levels of preparedness 
compared to men: 27.87% identify as “not at all prepared,” in con-
trast to 16.00% of men within the same category. On the contrary, 
men show a greater propensity to feel “partially prepared”, repre-
senting 36.00% compared to 22.95% among women. These delin-
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eations may connote different perceptions of personal competence 
or disparate levels of exposure to AI technologies between genders.

Furthermore, at the top of the preparedness continuum, the 
proportion of men who perceive themselves as “fully prepared” 
is almost triple that of women (4.00% versus 1.64%), suggesting 
a dichotomy based on gender in the perception of comprehen-
sive competence regarding AI detection. However, it is worth 
noting that both genders present relatively modest percentages 
within this category, underscoring a widespread opportunity to 
increase educational and training efforts in the field of AI.

This analysis highlights the imperative requirement to 
strengthen teachers’ competencies in relation to the expert use of 
advanced technological tools and pedagogical methodologies 
for the competent detection of plagiarism.

1.4. Conclusion
The study highlights the critical importance of developing spe-
cific training programs for educators. These programs should ad-
equately prepare them to face the challenges associated with the 
use of AI and plagiarism prevention. Training should address 
not only the technical skills necessary to effectively use AI tools, 
but also foster a deep understanding of the ethical implications 
of their use in educational contexts. The approach must be holis-
tic, considering the impact on the most vulnerable groups and 
the possibility that AI technology, especially generative AI, could 
undermine the authority of educators and promote greater auto-
mation of education, which could lead to scenarios in which 
personalized teaching and learning are compromised.

Stefania Giannini (2023) emphasizes the need to remain vigi-
lant to these powerful technologies to avoid unintended conse-
quences, such as the depersonalization of education and the ex-
acerbation of inequalities. Teacher training is essential not only 
to equip them with the tools to detect and prevent plagiarism, 
but also to ensure that they can guide students towards the ethi-
cal and responsible use of AI, thus promoting academic integrity 
and originality in the academic work.

This position underscores the need for a collaborative effort 
among technologists, educators, and policymakers to create an 
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educational environment that respects and promotes academic 
integrity while harnessing the benefits of AI to enrich the learn-
ing experience.

Study limitations

Methodologically, by employing an open invitation without 
stratified restrictions to select university faculty from different 
disciplines and universities in Spain, the study might face a bias 
in the representativeness of the sample. This means that the re-
sults obtained may not adequately reflect the diversity of opin-
ions and perceptions among university faculty at a national 
level, limiting the generalization of the findings to the entire 
target population. However, we consider it can offer useful re-
sults to focus on the topic and guide future studies where more 
specific and controlled sampling methods are applied, which 
can ensure a more equitable and diverse representation of the 
faculty.
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development and content creation are some of the numerous possibilities. 
However, they should be supported by innovative approaches that give an ac-
tive role to e-learners. The general objective of this study was to analyze the 
effectiveness of a teacher training program at the university level that imple-
ments AI technologies to teach social sciences content in early childhood and 
primary education. To this end, a quantitative method was used, specifically a 
descriptive pre-experimental one-group pretest-posttest design. The research 
was carried out with 187 students from two Spanish universities in the Bach-
elor’s Degree in Early Childhood and Primary Education. The training program 
consisted in the development and planning of 18 pedagogical situations in the 
field of social sciences, mediated by numerous AI tools. The results show a 
significant improvement in the learners’ perceptions after the training pro-
gram was implemented, highlighting its usefulness in improving teaching and 
learning processes, particularly the creation of more effective and personalized 
teaching plans.

Keywords: Artificial Intelligence, computer science, perception, social scienc-
es, training methods.

2.1. Introduction
The emerging advancement of technology has found its zenith 
in artificial intelligence (AI) systems. AI is changing the way we 
live, work, interact and, inevitably, the way we educate and study 
(Norman-Acevedo, 2023). Thus, faced with the obvious need 
arising from the current technological evolution, official bodies 
such as UNESCO (2023) point to the challenge of developing 
innovative educational practices that are able to meet the chal-
lenge posed by education today, and consequently achieve the 
goals proposed in the 2030 Agenda. The Beijing Consensus 
(2019) already pointed out the need to introduce new teaching 
models by bringing together AI and education, as this symbiosis 
can be beneficial for both students and teachers. It was also 
pointed out that AI can help education to be more inclusive, eq-
uitable, personalized and open, which is why these official docu-
ments underline the need to update education systems, so that 
value is placed, for example, on the achievement of Sustainable 
Development Goal (SDG) 4 - aimed at education, which refers 
to ensuring inclusive, equitable and quality education, in addi-
tion to promoting lifelong learning opportunities for people.
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Some authors have highlighted the need to explore the cur-
rent university model due to the high degree of digitalization of 
society, as well as the constant improvement and updating of 
infrastructures, and the emergence of new technological tools 
(Tapalova & Zhiyenbayeva, 2022). A critical reconceptualization 
would contribute to improving the quality of the educational 
process, as it would allow for a better personalization of learn-
ing, enabling the content and pace of the process to be adapted 
to the needs and preferences of learners (Wild & Schulze, 2021; 
Mir et al., 2022).

In the context of higher education, some universities are of-
fering training to implement AI with their students, even if it is 
complementary to other subjects. Some researchers such as Lee 
(2021) state the need for an educational program for students 
who are not specialized in the subject to train students in the ap-
propriate use of this new technology. This AI literacy, in turn, 
has favored a positive ethical perception of AI, showing that its 
use in the classroom has obtained satisfactory results, which 
points to the need to implement an education that goes beyond 
theoretical classes limited to the transmission of theoretical 
knowledge. Likewise, Xiao & Yi (2020) agree on the need for an 
educational reform that develops new methodologies based on 
personalized training, highlighting those based on AI, and pro-
posing a design for this type of training.

In this sense, the effects of AI and inclusive online practices 
on crucial factors such as student performance, motivation, satis-
faction, and engagement are complex issues that require further 
study for the development of AI-driven systems. In relation to 
these issues, Ouyang et al. (2022) examined the effects and im-
plications of AI-based approaches described in previous research 
between 2011 and 2020, and concluded that AI-enabled learn-
ing boosted student engagement and attention and improved 
academic performance. However, further research is needed on 
how AI resources influence student satisfaction, since, as suggest-
ed by Rodway and Schepman (2023), higher education institu-
tions need to consider the effects of these technologies on stu-
dent comfort, course satisfaction and support to minimize a hy-
pothetical decrease in course satisfaction due to their possible 
adoption. For example, the correlation between student satisfac-
tion and the level of progression in a given module, unit or 
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course, or the effectiveness of AI tools such as intelligent tutoring 
systems in web-based approaches deserve to be further examined 
in future studies. Indeed, in the United States, intelligent tutor-
ing systems using AI are being included to assist in problem 
solving and provide more personalized education. It has also 
been used by faculty members to improve the governance of aca-
demic affairs (Wang et al. 2021). 

The enormous applicability that is beginning to be elucidated 
around AI systems is thus appreciable. In addition to the possi-
bilities of AI in education, some studies have also focused on 
analyzing university students’ ethical awareness of these tools. In 
fact, the demand for AI ethics education is defined as a need not 
only for university education, but also for the other stages of the 
education system, since, as the coexistence with new AI tech-
niques increases, the urgency of establishing AI ethics education 
becomes more and more apparent (Hong, 2021).

This chapter shows an approach to the knowledge of AI sys-
tems through the implementation and evaluation of a training 
program that is analyzed from the point of view of future teach-
ers. Perspectives and horizons merge to further shed light on the 
usefulness of this emerging and promising line of work.

2.2. Objectives
The general objective of this study was to analyse the perception 
of the effectiveness of an AI program for teaching social science 
content at the university level. In order to provide an adequate 
response, the following specific objectives were set:

• To compare the degree of perception about learning, satisfac-
tion, applicability of AI and its limitations, globally and ac-
cording to gender.

• To analyze the degree of consistency between the previous 
perception of learning, satisfaction, applicability of resources 
and their limitations, globally and according to gender.

• To analyze the degree of consistency between subsequent per-
ceptions of learning, satisfaction, applicability of resources 
and the difficulties in the application of AI, globally and ac-
cording to gender. 
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2.3. Method
Design and participants of the research

This research was based on a quantitative method, specifically 
on a pre-experimental design of one group with a pretest-post-
test (McMillan & Schumacher, 2005). The total number of par-
ticipants in this research was 187 university students of the De-
gree in Early Childhood Education and Degree in Primary Edu-
cation from two Spanish universities located in the Region of 
Murcia, one public and one private. To constitute the sample, a 
non-probabilistic, accidental or chance sampling procedure was 
used, thus six groups of intact students were selected, of whom 
145 were female and 42 were male.

Description of the teacher training program

This study was implemented during the first term of the 
2023/2024 academic year (September-December). The contents 
of the subjects where the program was carried out were based on 
the reflective analysis of the cultural and evolutionary phenom-
ena that characterize the current development of contemporary 
societies. Specifically, the training program was based on 18 cur-
ricular learning situations in which students had to respond crit-
ically to relevant social problems by analysing primary sources 
(readings, photographs, interviews, institutional documents) 
and secondary sources (articles, biographies, documentaries), as 
well as using different AI tools to carry out activities based on 
chatbots, avatar design, generation of presentations, posters and 
infographics, and the creation of online courses, videos and web 
pages (Figure 2.1). Likewise, with the help of AI, the students 
designed online questionnaires to check the extent to which they 
had assimilated the contents previously worked on in the pro-
gram, which took the form of gamified tasks such as Kahoot, 
Educaplay and Plickers. All activities were implemented in small 
groups, presented in the classroom and defended in a shared dis-
cussion.
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Figure 2.1. List of AI-based resources that were used during the study. Source: 
developed by author

Data collection tool

An appropriate instrument should record observable data that 
truly represent the concepts or variables that the researcher has 
in mind (Hernández et al., 2006). For this research, the instru-
ment “Effectiveness of Artificial Intelligence in a Teacher Train-
ing Program” was used. It is an adaptation of the questionnaire 
designed by Ayuso-del Puerto and Gutiérrez-Esteban (2022). 
From there, a focus group was held to restructure the blocks and 
validate the content of the instrument. On this version, the reli-
ability index was calculated, obtaining an alpha value of .929, 
which left a good degree of internal consistency, with values 
practically similar to those of its initial version (α = .930).

This version of the instrument begins with an instruction sec-
tion, followed by a section with identification questions. In its 
central part, the questionnaire is made up of four blocks or 
groups of questions, presented on a five-point Likert scale, rang-
ing from 1, indicating total disagreement, to 5, indicating total 
agreement. As for the specific description of the blocks, the first 
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one contains ten items and aims to determine what students 
think about the learning process with AI tools. The second block 
consists of five statements and aims to analyze their overall level 
of satisfaction. The third block, consisting of five statements, in-
vestigates the applicability of the technology. The last block is 
related to possible difficulties or deficits in working with AI.

2.4. Results
About the Objective 1: To compare the degree of percep-

tion about learning, satisfaction, the applicability of AI and 
its limitations, globally and according to gender: Tables 2.1 
and 2.2 present the descriptive results of this first objective, 
based on an analysis of the indices of central tendency of the 
blocks of the instrument, so that the self-perceived e-competence 
in this approach is collected, i.e., the perception of their learn-
ing, the satisfaction achieved, the degree of applicability that AI 
deserves, and the limitations derived from its practice. Only in 
this way can it be observed whether the applied program had an 
effect on computational thinking about the mastery of these AI 
systems. 

Table 2.1. Descriptive statistics for the variables referring to self- perceived 
e-competence in this approach

Blocks of variables Tests
Participants (n = 187)

M Sd Md

Learning
Pretest 3.67 .63 3.7

Posttest 3.94 .80 4

Satisfaction
Pretest 3.48 .61 3.4

Posttest 3.91 .79 4

Applicability
Pretest 3.15 .67 3.2

Posttest 3.81 .72 3.8

Limitations
Pretest 3.10 .57 3

Posttest 3.18 .63 3.2

Source: developed by autor.
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The results show that the block of variables in which the differ-
ence before and after the application of the program is most evi-
dent is the one related to applicability, with the highest grouped 
median appearing in the posttests (3.8). Moreover, the best rated 
block is the one related to learning, with grouped medians being 
close to 4 points. According to the gender of the participants, the 
results improve in posttests in all blocks and for both male and 
female participants, as can be observed in Table 2.2.

Table 2.2. Descriptive statistics for the variables referring to self-perceived 
e-competence in this approach according to the gender of the participants

Blocks of variables Tests Participants (n=187)

Men
n = 42

Women
n = 145

M Sd Md M Sd Md

Learning Pretest 3.74 .23 4 3.64 .93 4

Posttest 3.89 1.05 4 3.97 1.01 4

Satisfaction Pretest 3.61 .17 4 3.44 .92 4

Posttest 3.89 1.02 4 3.92 .99 4

Applicability Pretest 3.33 .85 4 3.10 .98 3

Posttest 3.76 .94 4 3.83 1.02 4

Limitations Pretest 3.14 .61 3 3.13 .98 3

Posttest 3.23 1.19 3 3.16 1.10 3

Source: developed by author

The block of variables in which the best results are obtained 
in both subgroups is the one linked to learning through AI, since 
the grouped mean of the responses in the posttest are closer to 4 
(agree) in the subgroup of female participants, followed by the 
block related to satisfaction, also with grouped means close to 4 
in both subgroups.

The higher rated results for male participants shown in the ta-
ble above are reinforced by similar findings from the non-para-
metric Mann-Whitney tests on applicability, as they indicate that 
male students consider AI resources to be significantly more effec-
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tive in their studies, as well as in the development of e-projects (U 
= 2083.5; p < .001; U = 2375; p < .029). In addition, the partici-
pants’ ratings were significantly higher regarding the satisfaction 
obtained by using these tools, particularly when designing new 
online projects or searching for more information on AI. Specifi-
cally, there is a significant difference in these two variables be-
tween the mean scores of male and female students (U = 2395.5; 
p < .023; U = 2403.5; p < .028), which shows that the use of AI 
resources promoted a change in attitude, especially among male 
students.

About the Objective 2: To analyze the degree of consistency 
between the previous perception of learning, satisfaction, ap-
plicability of resources and their limitations, globally and ac-
cording to gender: In order to meet this objective, Spearman’s 
rho correlation coefficient was calculated, which is used to ana-
lyze ordinal variables. During the process, the mean values of 
each item were obtained, and then a categorized grouping was 
established, by blocks, in order to be able to carry out a transfor-
mation into discrete variables that would allow us to analyze the 
degree of consistency between the variables of each construct of 
the questionnaire. At this point, it is necessary to highlight the 
contribution of several authors (Monroy & Maquilón, 2015), 
who estimate that this coefficient can range between -1 (negative 
perfect relationship) and 1 (positive perfect relationship), with a 
value close to 0 meaning an absence of relationship. Table 2.3 
presents the index of relationships found between the variables 
Learning, Satisfaction, Applicability and Limitations, before the 
implementation of the AI program.

Table 2.3. Relationship between pre-program learning, satisfaction, ap-
plicability and limitations, at a global level

Correlations at a global level 
Spearman’s Rho

Learning Satisfaction Applicability Limitations

Learning C. correlation 1.000 .703** .531** .226**

Sig. (bilateral) . <.001 <.001 .002

N 186 186 184 185
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Satisfaction C. correlation .703** 1.000 .641** .128

Sig. (bilateral) <.001 . <.001 .082

N 186 187 185 186

Applicability C. correlation .531** .641** 1.000 .142

Sig. (bilateral) <.001 <.001 . .055

N 184 185 185 184

Limitations C. correlation .226** .128 .142 1,000

Sig. (bilateral) .002 .082 .055 .

N 185 186 184 186

**. The correlation is significant at 0.01 (bilateral).
Source: developed by autor.

As is shown in Table 2.3, there is a positive and significant 
relationship between the mean perception on Block I, which 
deals with perceived learning with AI, and Block II, related to 
students’ satisfaction with their previous experience with this 
technology (r = .70; p < .001). Although less strongly, the learn-
ing variable also correlates with the block III variable, related to 
the applicability of AI, in this global analysis (r = .53; p < .001). 
There is also a statistically significant positive relationship be-
tween Block II (satisfaction) and Block III (applicability) (r = 
.64; p < .001). These findings are justified by the contribution of 
some authors, who indicate that a positive correlation higher 
than .50 (Cohen, 1988) and .70 (Mateo, 2009) is considered 
strong. Therefore, there is strong consistency between three of 
the four variables in which the previous perception of the re-
search participants was analysed, with no relationship with 
Block IV, related to the limitations of AI. Table 2.4 shows the re-
lationships found between the average degree of perception of 
these four variables according to gender, in order to contrast 
their degree of consistency before the implementation of the AI 
training program. 
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Table 2.4. Relationship between pre-program learning, satisfaction, ap-
plicability and limitations, according to sex

Correlations according to sex
Spearman’s Rho

Learning Satisfaction Applicability Limitations

M
al

e

Learning C. correlation 1.000 .574** .462** .411**

Sig. (bilateral) . <.001 .002 .007

N 42 42 42 42

Satisfaction C. correlation .574** 1.000 .564** .127

Sig. (bilateral) <.001 . <.001 .424

N 42 42 42 42

Applicability C. correlation .462** .564** 1.000 -.022

Sig. (bilateral) .002 <.001 . .890

N 42 42 42 42

Limitations C. correlation .411** .127 -.022 1.000

Sig. (bilateral) .007 .424 .890 .

N 42 42 42 42

Fe
m

al
e

Learning C. correlation 1.000 .727** .545** .179*

Sig. (bilateral) . <.001 <.001 .032

N 144 144 142 143

Satisfaction C. correlation .727** 1.000 .647** .139

Sig. (bilateral) <.001 . <.001 .096

N 144 145 143 144

Applicability C. correlation .545** .647** 1.000 .199*

Sig. (bilateral) <.001 <.001 . .018

N 142 143 143 142

Limitations C. correlation .179* .139 .199* 1.000

Sig. (bilateral) .032 .096 .018 .

N 143 144 142 144

* The correlation is significant at 0.05 (bilateral).
** The correlation is significant at 0.01 (bilateral).
Source: developed by author.
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The results corroborate the existence of differences in the 
degree of consistency between men and women. For the varia-
ble related to the limitations derived from the use of AI, no re-
lationship was found. However, this was not the case for the 
other variables. In the male group, the learning variable corre-
lated positively and significantly with the satisfaction variable 
(r=.57; p<.001). The latter, in turn, did the same with the ap-
plicability variable (r=.56; p<.001). With regard to the analysis 
of the average perception of women, there was a higher degree 
of consistency, with a positive and significant correlation be-
tween the variables learning and satisfaction (r=.73; p<.001), 
learning and applicability (r=.54; p<.001), and satisfaction and 
applicability (r=.65; p<.001). These results allow us to assert 
that, in the female group, the number of significant correla-
tions is somewhat higher (three) than in the case of boys (two), 
and these relationships have a higher degree of consistency ac-
cording to the aforementioned authors (Cohen, 1988; Mateo, 
2009).

About the Objective 3: To analyze the degree of consistency 
between subsequent perceptions of learning, satisfaction, ap-
plicability of resources and the difficulties in the application 
of AI, globally and according to gender: To answer this objec-
tive, Spearman’s rho correlation coefficient, derived from the 
grouped mean values of each construct, was recalculated. Table 
2.5 shows the relationships found between blocks after the im-
plementation of the AI training program.

Table 2.5. Relationship between post-program learning, satisfaction, ap-
plicability and limitations, at a global level

Correlations at a global level
Spearman’s Rho

Learning Satisfaction Applicability Limitations

Learning C. correlation 1.000 .778** .697** .178*

Sig. (bilateral) . <.001 <.001 .018

N 180 178 178 177

Satisfaction C. correlation .778** 1.000 .752** .206**

Sig. (bilateral) <.001 . <.001 .006

N 178 183 181 180
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Applicability C. correlation .697** .752** 1.000 .261**

Sig. (bilateral) <.001 <.001 . <.001

N 178 181 185 182

Limitations C. correlation .178* .206** .261** 1.000

Sig. (bilateral) .018 .006 <.001 .

N 177 180 182 184

* The correlation is significant at 0.05 (bilateral).
** The correlation is significant at 0.01 (bilateral).
Source: developed by autor

Finally, Table 2.6 shows the relationships found according to 
sex in the average degree of perception of each of the blocks, af-
ter the application of the AI training program.

Table 2.6. Relationship between post-programme learning, satisfaction, 
applicability and limitations, according to sex

Correlations according to sex
Spearman’s Rho

Learning Satisfaction Applicability Limitations

M
al

e

Learning C. correlation 1.000 .819** .800** .225

Sig. (bilateral) . <.001 <.001 .157

N 41 41 40 41

Satisfaction C. correlation .819** 1.000 .774** .123

Sig. (bilateral) <.001 . <.001 .438

N 41 42 41 42

Applicability C. correlation .800** .774** 1.000 .253

Sig. (bilateral) <.001 <.001 . .111

N 40 41 41 41

Limitations C. correlation .225 .123 .253 1.000

Sig. (bilateral) .157 .438 .111 .

N 41 42 41 42
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Fe
m

al
e

Learning C. correlation 1.000 .766** .663** .168*

Sig. (bilateral) . <.001 <.001 .050

N 139 137 138 136

Satisfaction C. correlation .766** 1.000 .748** .225**

Sig. (bilateral) <.001 . <.001 .008

N 137 141 140 138

Applicability C. correlation .663** .748** 1.000 .269**

Sig. (bilateral) <.001 <.001 . .001

N 138 140 144 141

Limitations C. correlation .168* .225** .269** 1.000

Sig. (bilateral) .050 .008 .001 .

N 136 138 141 142

* The correlation is significant at 0.05 (bilateral).
** The correlation is significant at 0.01 (bilateral).
Source: developed by author.

As is shown in Table 2.5, the overall results obtained show 
the existence of a statistically significant positive relationship be-
tween the learning variable and the variables satisfaction (r = 
.78; p<.001) and applicability (r = .70; p < .001). Similarly, the 
variable related to student satisfaction also presents a relation-
ship of this level with the applicability variable (r = .75; p < 
.001), taking into account for all three cases the condition of ex-
ceeding .70 proposed by Mateo (2009) for a relationship to be 
considered statistically strong. In turn, according to the rho coef-
ficient derived from Table 2.6, in the male sex there is a very pos-
itive and significant association between the block related to 
learning and the block that shows student satisfaction (r = .82, p 
< .001), as well as between learning and the AI applicability 
block (r = .80; p < .001). Similarly, there is also a statistically sig-
nificant positive interdependence relationship between satisfac-
tion with AI and its applicability (r = .77; p < .001), and all these 
relationships can be considered strong (Mateo, 2009). Despite 
remaining strong, these consistency relationships are slightly 
weaker in the female group, where the learning variable corre-
lates positively with the satisfaction variable (r = .77; p < .001) 
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and with the applicability variable (r = .66; p < .001), while the 
satisfaction and applicability variables also have a high interde-
pendence relationship with each other (r = .75; p < .001), in a 
statistically significant way in all these cases.

2.5. Discussion and Conclusions
AI is being implemented in new learning scenarios, adding value 
to complex issues in higher education and also introducing new 
challenges and demands for better, more advanced and motivat-
ing educational systems.

One of the main benefits that participants highlighted in this 
study was the driving force of AI for the development of e-pro-
jects. In this regard, some authors, such as Klašnja-Milićević & 
Ivanović (2021), highlight the relevance of AI-based resources for 
building personalised learning systems that adapt to learners’ 
needs and preferences in digital tasks. In this sense, the creation 
of inclusive learning pathways through AI training on online plat-
forms, virtual spaces, digital feedback and generative pedagogical 
content can pave the road to an effective shift towards a more in-
novative, learner-friendly and web-based education system.

Another advantage reported by the participants was the 
growth of interest in knowing more about these AI-powered re-
sources. The great attention paid by participants to these online 
tools in terms of engagement has been examined in previous 
studies, such as that of Wang et al. (2023), who analyzed how 
students engage in smart learning and concluded that enhancing 
students’ engagement experiences through AI, as well as imple-
menting learner-oriented approaches, could be successful in 
terms of participation and interest.

In global terms, this chapter elucidates some parameters that 
point to the potential that AI seems to have as an influential 
factor in the self-perception of learning, in satisfaction, and in 
the applicability of the use of AI tools for teaching social sci-
ences. Likewise, the results also highlight the impact of the 
teacher training program, demonstrating that, after its applica-
tion, the parameters analyzed increased notably and the impact 
on the consistency between variables increased, particularly in 
the case of the male sex. However, it is striking that the only 
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variable where there is no relationship of dependence with the 
perception of learning, with reported satisfaction or with the 
applicability of AI tools, is in the block derived from the items 
that address the limitations generated with this technology. 
This coincides with the fact that this is the variable with the 
lowest grouped means of the whole instrument, thus it is not 
surprising that those students who do not feel insecure or in-
timidated with AI, do not consider the projects addressed in the 
program to have been difficult, and have not had difficulties 
remembering the important points, are exactly the same who 
report learning more, feeling more satisfied, valuing more the 
applicability of the activities and resources used and, in gener-
al, having better results in e-competence and perceived useful-
ness with AI systems, showing strong consistency between these 
parameters.

Based on the above, we believe that a clear answer has been 
given to the stated objectives and that, in the absence of a con-
trolled evaluation, in terms of actual learning, to confirm these 
findings, the self-perception of performance generation, ease of 
use, motivation and satisfaction generated engagement or effi-
ciency in the perception of success, point in the right direction. 
These results are in line with those reported in other studies 
(Ouyang et al., 2022; Rodway & Schepman, 2023), which, over 
several years, are examining the effects and implications for 
learners, concluding an improvement in engagement, attention 
and perception of learning, although the utmost caution is need-
ed, as AI can have very marked effects on student comfort, satis-
faction with the course or bias in terms of perceived interest in 
the academic course.

In summary, this current e-paradigm should be used as an 
innovative framework for many educational institutions wish-
ing to explore the capabilities of AI in an attempt to improve 
higher education in terms of quality (Hooda et al., 2022). There 
are qualities that AI will never be able to develop to replace a 
teacher, as the warmth of the relationship with students, empa-
thy towards them, personalized assessments adapted to each 
student, and the creativity of teachers to create material are and 
will always be irreplaceable. In this sense, universities must con-
tinue to take firm steps towards the formative consolidation of 
a series of human competences that cannot be developed by AI 
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systems, such as creativity, the emotional approach or the casu-
istry that implies adaptability to each person, with their person-
al circumstances. It would be unreasonable if we were to con-
sider that our students do not use AI to study or carry out aca-
demic work, just as it would be illogical for any teacher to forbid 
these tools. Therefore, teachers must take a critical look at the 
advantages and disadvantages that underlie these resources and 
make use of the enormous possibilities that AI certainly seems 
to offer.
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Abstract
The aim of this study was to analyze the validated psychometric characteris-
tics of the ‘Scale of Attitudes towards the inclusion of Artificial Intelligence, 
called Pretest_Perception and Attitude towards Artificial Intelligence in the 
Educational Environment’ (EIPAA-IAE)’ using a short version for future teach-
ers, in the integration of AI as a learning tool. The study describes future 
teachers’ attitudes towards critical thinking, emotional competencies and cre-
ativity, determining the internal consistency and reliability of the designed 
tool. The design structure of the instrument consists of the following three la-
tent factors, which were obtained through an exploratory factor analysis (EFA): 
AI/critical thinking, AI/emotional competencies, and AI/creativity. The ques-
tionnaire was applied to a sample of 205 participants. With confirmatory fac-
tor analyses (CFA), a prior hypothesis was established regarding the relation-
ship of the factors and their number and nature, specifying the number of 
factors and the way in which the variables relate to each other. According to 
the analyses, 66.53% of the total variance was explained. Reliability, calcu-
lated with Cronbach’s alpha, reached an overall value greater than 0.90 (α = 
0.94). This valid and reliable questionnaire, which incorporates a dimension 
that measures the transfer of learning in hybrid and multimodal models of 
digital ecosystems in higher education with AI, can be applied in the evalua-
tion of online education processes.

Keywords: educational environment, emotional competencies, creativity, Ar-
tificial Intelligence, motivation and critical thinking.

3.1. Introduction
Transformation of training institutions in this digital era is a cru-
cial issue, especially when considering the growing role of Artifi-
cial Intelligence (AI). The integration of AI in educational envi-
ronments not only optimizes teaching and learning processes, 
but also prepares students for a future where technology is ubiq-
uitous. Recent discourse on ChatGPT (e.g., Bai et al., 2022; Kas-
neci et al., 2023; Rudolph et al., 2023) and a growing rate of re-
search on artificial intelligence in education (AIED; see Zawacki 
-Richter et al., 2019) demonstrate a growing interest in the po-
tential of AI to transform teaching and learning (Tuomi, 2018). 
However, the prohibitive costs of developing cutting-edge AI 
tools, combined with resource disparities among stakeholders, 
can result in AI applications that further encroach existing ine-
qualities. In response, efforts to develop policies for ethical AI 



533. Validation of the Attitude Scale on the Perceptions of Future Teachers...

have identified multi-stakeholder dialogue as a method to miti-
gate the risk of exacerbating social inequalities (e.g., IEEE, 2018; 
OECD, 2022; UNESCO, 2021).

Firstly, AI allows personalizing education, which, by implica-
tion, places us in the unstoppable advance of educational inclu-
sion. AI-based systems can analyze the learning style and perfor-
mance of each student, offering materials and resources adapted 
to their specific needs, surely advancing in equality and equity. 
By offering access to quality educational resources through on-
line platforms and other technological tools, AI has the potential 
to reduce education gaps and provide opportunities to a broader 
audience. This personalization contributes to a more effective 
and motivating learning experience.

In addition, AI will help educational organizations to im-
prove their quality. Since the last century, the scientific commu-
nity has sought efficiency in educational administration. In the 
management of teaching-learning processes, it is essential in 
these years, where the Educational Administration is precipitat-
ing the bureaucratization of teachers. It can be a great support 
for the automation of administrative tasks, provide evidence to 
improve evaluation processes, and help in research with ad-
vanced data management. AI can free up time and resources, al-
lowing educators to focus on the teaching and development of 
their students.

AI also fosters innovative teaching methods. For example, in-
telligent tutoring systems and virtual reality environments pro-
vide immersive learning experiences that were previously unim-
aginable. These tools not only enrich the educational process 
but also prepare students to work with advanced technologies in 
their future careers. Ultimately, AI will support a large part of the 
transformations that will occur in training institutions. This inte-
gration not only improves the quality of education but also 
equips students with the necessary skills to thrive in the future.

Artificial Intelligence and critical thinking

The field of AI in education (AIED) uses techniques from AI and 
cognitive science to better understand the nature of learning and 
teaching and to build systems that help students acquire new 
skills or understand new concepts. There are meta-reviews and 
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meta-analyses to advocate for blended learning, in which teachers 
can offload part of the work to AIED systems (Boulay, 2016). Vid-
eoconferencing, for example, has allowed synchronous commu-
nication in the classroom and created multisensory content to 
stimulate students. AI involves complex equations that are best 
when teaching processes are using constructive pedagogy, where 
students experiment with alternative ways of solving the same 
problem. Multiple-choice questions have high reliability and can 
easily reveal students’ skill levels quickly. Managing software pro-
jects is a challenge for students with visual or attention-related 
disorders. Therefore, it is fundamental to know how to use graphs 
to visually observe variables and narrow down possible relation-
ships before performing an in-depth analysis. One of the main 
purposes of education is employability. Therefore, if a greater 
context of real-world industry examples is introduced into the 
conferences, we will achieve the transfer we are looking for 
(Chaturvedi, Cambria & Welsch, 2023). Other research has fo-
cused on the effects of AI on administration, instruction, and 
learning. Teachers can perform different administrative functions, 
such as reviewing and grading student assignments, more effi-
ciently and effectively, and therefore achieve higher quality in 
teaching tasks. This educational quality can be reflected in the 
adaptability, as the curriculum and content have been customized 
according to the needs of the students, which has encouraged ac-
ceptance and retention, thus improving the student experience 
and the overall quality of learning (Chen, Chen & Lin, 2020).

AI has impacted the transformation of teaching methods in 
the university environment, this also influences critical thinking, 
leaving the traditional classroom, removing limitations of teach-
ing resources, enabling the transformation of educational times, 
and promoting the advancement of new hybrid spaces. Modern 
distance education uses advanced technology such as computer 
networks, multimedia, and artificial intelligence to build a net-
work-based virtual teaching environment, eliminating the limita-
tions of teachers, teaching materials, experimental equipment, 
and other resources that exist under the traditional teaching mod-
el. Using educational resources of the same scale can exponen-
tially expand educational capabilities and, at the same time, over-
come the unified progress of traditional teaching methods, one-
size-fits-all teaching methods, and student dissatisfaction. The 
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deficiencies of differences and personalities that are not reflected 
favor the improvement of the quality of education. The original 
intention of education is to provide students with special study 
resources and stimulate their enthusiasm for learning. These new 
learning systems can also provide personalized and intelligent 
recommendations to female students based on their learning 
habits. The system should be developed on the basis of an intel-
ligent multimedia method, possesses the characteristics of securi-
ty and stability, and has helped develop the network teaching of 
educational institutions to a certain extent (Zhang, 2022). It is 
possible to make students understand the course content before 
starting the course by simulating the real class and choosing the 
style and form of the course according to the students’ ability and 
interest in the learning process. In the era of vigorous develop-
ment of artificial intelligence, the development of smart class-
rooms will not be underestimated, which will also play an impor-
tant role in the development of life in the future (Qi, 2019).

Artificial Intelligence and emotional competencies

In the review of the scientific literature on trends in emotional 
intelligence research, verified from different disciplines such as 
neuroscience, psychology, and education, different authors have 
highlighted the importance of research in the evaluation and 
training of emotional intelligence in the field of education and 
how AI can play a role in this process. In the case of teachers, 
emotional intelligence is a protective factor against teacher burn-
out (Fernández-Berrocal et al., 2022). In this sense, motivation 
is intrinsically linked to the study of emotions. If we combine AI, 
the state of the art on this topic shows numerous findings on 
education and the process of sentiment analysis when these 
tools are used. In the research carried out, the Analyze Sentiment 
methodology (Google, 2022) has been used, with conclusions 
such as the following: the combination of artificial intelligence 
methods for natural language analysis, together with descriptive 
statistics and discourse analysis techniques, constitutes a viable 
approach for data and sentiment analysis to improve the trans-
mission of messages used in the classroom (Meléndez-Gómez 
et al., 2022). However, it is also important to consider the possi-
ble psychological consequences of using AI.
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Artificial Intelligence and creativity

AI has the potential to enhance creativity by providing diverse 
perspectives and resources. In this sense, research indicates that, 
as AI is used by students to increase their work, their production 
is greater. From an artistic point of view, the Institute of Human 
Artificial Intelligence’s spring conference finds that the symbio-
sis between AI and art is beneficial. Now, that does not mean it 
can replace human skills like judgment, empathy, and contextu-
al understanding. Significantly, it can generate a wealth of ideas 
based on existing data and patterns, which helps unlock creative 
thinking. On the other side of the scale, we find research on the 
impact that AI generates on the personal learning environments 
of university centennials through unethical practices in the class-
room. Consequently, it is found that critical and creative think-
ing, and linguistic and logical-mathematical intelligence are af-
fected (Castillejos-López, 2022). In this sense, we find the di-
lemma between AI and the ability that human beings develop 
from their experiences and their level of cognitive evaluation 
and assessment (Oviedo Guevara, 2023). Other research focuses 
on the use of AI-supported systems and the tension that occurs 
between the potential for problem solving and the risks related 
to the violation of human rights, access to education, and educa-
tional inclusion (Dellepiane & Guidi, 2023).

3.2. Methodology
The research design used is descriptive; this means that it is an 
approach in which the main objective was to describe and un-
derstand the attitudes of future teachers regarding the incorpora-
tion of AI in their teaching and learning processes. This type of 
design was used to collect information about the current situa-
tion, characteristics or behaviors of a group of future teachers, 
without manipulating variables or establishing causal relation-
ships. This methodological section contains the objectives, the 
sample (participants, procedure) and the collection and analysis 
of the data.
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Goals

The objective of this study was to validate the ‘Attitude scale to-
wards the inclusion of Artificial Intelligence, called ‘Pretest_Per-
ception and Attitude towards Artificial Intelligence in the Educa-
tional Environment’ (EIPAA-IAE)’. The tool was designed by re-
searchers from a Spanish university with the aim of diagnosing 
the new scenarios that have arisen after the arrival of artificial 
intelligence, such as the emergence of ChatGPT in November 
2023. The study focused on describing the attitudes of future 
teachers towards critical thinking, emotional competencies, and 
creativity, as well as determining the internal consistency and re-
liability of the aforementioned tool. In this sense, the design 
structure of the instrument consists of three latent factors: AI/
critical thinking, AI/emotional competencies, and AI/creativity. 
The innovation experience was carried out during the 2023/24 
academic year.

The sample

The sample was randomly selected by simple random sampling, 
in which each member of the population has the same probabil-
ity of being selected to be part of the sample. Therefore, it was 
done for the convenience of the students. The total number of 
participating students was 205 (Female = 88%; men = 13%). The 
students belonged to the Degree of Early Childhood Education 
(96) the Double Degree of Early Childhood and Primary Educa-
tion (108) and the Degree of Pedagogy (1). Bartlett’s sphericity 
test and Kaiser-Meyer- Olkin (KMO) test were also performed for 
sample adequacy.

The instrument

An instrument was developed that would allow evaluating the 
training experience carried out, aimed at future education pro-
fessionals, as well as AI/critical thinking, AI/Emotional Compe-
tencies and AI/Creativity.

Starting from this objective, a first questionnaire of eight soci-
odemographic questions was designed that would allow us to 
know the characteristics of the population evaluated: they were 
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asked for their name and surname to prevent duplicate records, 
their e-mail, in case they wanted to receive additional informa-
tion about the study, academic year in which they were enrolled 
(all participants belonged to the 2023-2024 academic year), gen-
der (open question: female, male and other), age (multiple-
choice question: 18-20 years, 21-24 years, and >25 years), aca-
demic year of the subject and degree (multiple-choice questions: 
pedagogy, primary education and early childhood education), 
and course (multiple-choice question: 1, 2, 3, and 4).

On the other hand, a block of 32 questions was developed, 
with the questions being responded in a 5-point Likert scale (1 = 
totally agree, 5 = totally disagree). These questions were based 
on 3 dimensions: AI/critical thinking, AI/Emotional Competen-
cies and AI/Creativity.

Procedure

This work was carried out in three phases: (1) validation of the 
instrument by experts in the subject and in research methods; 
(2) determination of the validity of the construct after passing 
the version of the questionnaire developed in the previous 
phase; (3) calculation of instrument reliability; and (4) valida-
tion of the proposed model, specifying the number of factors 
and the way in which the variables were related. After these 
phases, the questionnaire was designed and validated for its fi-
nal version.

After this first work, the group of experts was selected to vali-
date the questionnaire, with the 30 professionals mentioned in 
the participants section. They were given the guide for validating 
the content of the instrument, which they completed, taking into 
account its relevance, clarity, and adequacy. Kendall’s test was 
applied to evaluate agreement between evaluators.

Once this phase of the procedure was completed, the ques-
tionnaire was reviewed, designing a new version for its final vali-
dation. The instrument was analyzed, studying its structure 
through an exploratory factor analysis using the factor extraction 
method of the principal components and promax rotation, since 
there was a correlation between the dimensions, which is why 
the extraction of factors is detailed in later sections. To this end, 
the Kaiser-Meyer-Olkin (KMO) test for sampling adequacy and 
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Bartlett’s sphericity test were applied. The sample of this study 
was made up of a total of 205 students from a Spanish Universi-
ty (mentioned in the participants section). An online question-
naire was administered to this sample using the Microsoft Forms 
platform. This procedure provides simple, fast and economical 
access to a large number of participants, allowing them to com-
plete the questionnaire in a flexible manner. In addition, this 
online tool has numerous advantages, such as the direct exploi-
tation of responses in different formats for analysis.

The obtained factors and the complete scale were subjected to 
a reliability analysis procedure using Cronbach’s alpha and Mc-
Donald’s Omega to evaluate the internal consistency of the scale.

Finally, the validity of the construct was analyzed using con-
firmatory factor analysis (CFA) to validate the instrument that 
aims to measure the attitudes of future teachers and which is de-
fined in the set of attitudes and predispositions of future teach-
ers towards teaching-learning processes mediated by AI.

Analysis of data

For these statistical analyses, the SPSS v.26 program was used.

3.3. Results

Figure 3.1. Título Pretest_Percepción y Actitud hacia la Inteligencia Artificial en 
el Ambiente Educativo

https://forms.office.com/Pages/DesignPageV2.aspx%253Fsubpage%253Ddesign%2526FormId%253DTmhK77WBHEmpjsezG-bEafBFexhOXHRLjPZnRWhkyvhUNVZVRjVPNUhQTFlUMFZYN00yUlg2SjE1Ni4u%2526Token%253D4a475914a1d440fd9c1ded449df5afda
https://forms.office.com/Pages/DesignPageV2.aspx%253Fsubpage%253Ddesign%2526FormId%253DTmhK77WBHEmpjsezG-bEafBFexhOXHRLjPZnRWhkyvhUNVZVRjVPNUhQTFlUMFZYN00yUlg2SjE1Ni4u%2526Token%253D4a475914a1d440fd9c1ded449df5afda
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Table 3.1. Dimensions and items of the questionnaire.

DIMENSION ITEMS

AI/CRITICAL 
THINKING (AI/
PC)

AI/PCI. AI encourages critical thinking in students.
AI/PC2. AI can stimulate discussion and critical analysis of complex topics.
AI/PC3. AI has helped expand my critical thinking in the classroom.
AI/PC4. I have found that AI offers tools that promote creativity in projects.
AI/PC5. AI has enriched class discussions, promoting deeper critical analysis.
IA/PC6. AI has helped me explore new ideas and approaches in my learning.
AI/PC7. I find that AI supports the exploration and development of creative 
ideas in the classroom.

AI/EMOTIONAL 
COMPETENCES 
(AI/CE)

IA/CIS. I am excited by the possibilities that AI can offer to education.
AI/CE2. I am willing to learn new tools related to AI.
IA/CE3. I believe AI is a valuable tool for learning.
IA/CE4. I feel intimidated by the use of AI in the classroom.
IA/CE5. I think AI could reduce human interaction in the classroom.
IA/CE6. AI increases my motivation to learn.
IA/CE7. I am more motivated to participate in classes that integrate AI.

AI/CREATIVITY 
(AI/C)

AI/CI. AI can be a valuable tool to promote creativity in the classroom.
AI/C2 AI can provide different perspectives and resources that foster creativity.
AI/C3 AI can help students develop problem-solving skills.
IA/C4. Personalization of learning through AI motivates me to achieve my 
academic goals.
AI/C5 AI can provide additional learning resources that increase my creativity.
IA/C6. I find that AI supports the exploration and development of creative 
ideas in the classroom.
IA/C7. AI has helped expand my critical thinking in the classroom.

Source: developed by author.

In the latent factor “AI/Critical Thinking”, 100% of the re-
spondents responded to all items. In relation to the AI/PC1 item, 
41.27% agreed and 58.73% totally agreed. Regarding item IA/
PC2, 53.97% agreed and 46.03% totally agreed. Regarding item 
IA/PC3, 6.35% somewhat disagreed, 55. 56% agreed and 38.1% 
totally agreed. In item IA/PC4, 3.17% disagreed, 6.35% some-
what disagreed, 52.38% agreed, and 38.1% totally agreed. Re-
garding item IA/PC5, 1.59% somewhat disagreed, 55.56% 
agreed, and 42.86% totally agreed. Regarding item IA/PC6, 
12.7% somewhat disagreed, 47.62% agreed, and 39.68% totally 
agreed. Finally, in item IAPC7, 3.17% somewhat disagreed, 
50.79% agreed, and 46.03% totally agreed.

In the latent factor “AI/Emotional Competencies”, 100% of 
the participants responded to all items. Regarding item IA/CE1, 
33.33% agreed and 66.67% totally agreed. In item IA/CE2, 
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39.68% agreed and 60.32% totally agreed. Regarding item IA/
CE3, 22.22% somewhat disagreed, 39.68% agreed, and 38.10% 
totally agreed. In item IA/CE4, 41.27% agreed and 58.73% to-
tally agreed. Regarding item IA/CE5, 22.22% somewhat disa-
greed, 42.86% agreed, and 34.92% totally agreed. Regarding 
item IA/CE6, 3.17% totally disagreed, 20.63% somewhat disa-
greed, 39.68% agreed, and 36.51% totally agreed. Finally, item 
IA/CE7 shows that 9.52% somewhat disagreed, 44.44% agreed, 
and 46.03% totally agreed.

In the latent factor “AI/Creativity”, 100% of the participants 
responded to all items. Regarding item IA/C1, 7.94% somewhat 
disagreed, 61.90% agreed and 30.16% totally agreed. Regarding 
item IA/C2, 6.35% somewhat disagreed, 46.03% agreed and 
47.62% totally agreed. In relation to item IA/C3, 4.76% some-
what disagreed, 50.79% agreed and 44.44% totally agreed. In 
item IA/C4, 6.35% somewhat disagreed, 49.21% agreed and 
44.44% totally agreed. Regarding item IA/C5, 1.59% totally disa-
greed, 20.63% somewhat disagreed, 47.62% agreed and 30.16% 
totally agreed. Regarding item IA/C6, 7.94% somewhat disa-
greed, 53.97% agreed and 38.10% totally agreed. Finally, regard-
ing item IA/C7, 1.59% totally disagreed, 20.63% somewhat disa-
greed, 47.62% agreed and 30.16% totally agreed.

3.4. Conclusions and Implications
The results of the study led to the following conclusions. We can 
indicate that our instrument ‘Pretest_Perception and Attitude to-
wards Artificial Intelligence in the Educational Environment’ 
(EIPAA-IAE)’ has brought us closer to the field of Artificial Intel-
ligence in Education (AIED). We identified the implications of 
the use of educational techniques with AI and agree with authors 
who have reported similar results (Chaturvedi, Cambria & Wels-
ch, 2023), including the idea that metacognition processes are 
essential in the deep learning. Another implication found is the 
impact on education quality, which can be reflected in creativity 
and the use of emotional intelligence in the adaptability of study 
plans (Chen, Chen & Lin, 2020).

We agree that critical thinking is essential, moving beyond 
the traditional classroom and eliminating didactic resource limi-
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tations. This approach transforms educational time and advanc-
es new hybrid spaces that favor the development of autonomy 
among university students. As we have confirmed through their 
responses, AI facilitates this type of environment (Zhang, 2022). 
In the era of vigorous artificial intelligence development, the im-
portance of smart classroom development in shaping the future 
should not be underestimated (Qi, 2019). 

Artificial Intelligence undoubtedly provides us with many ben-
efits in managing teaching and learning processes in Higher Edu-
cation. However, as recommended by guidelines on ethics in its 
use and the humanistic approach that the concept of education 
itself should have, we must not forget the human aspect. There-
fore, continuing to investigate emotional intelligence and neuro-
science is of vital importance. In the responses obtained from the 
surveyed students, we have identified similarities with the results 
obtained by Fernández-Berrocal et al. (2022). AI has the potential 
to enhance creativity by providing diverse perspectives and re-
sources. Creativity, emotional competencies, and personal learn-
ing environments are fundamental principles for advancing ethi-
cal experiences. As confirmed in other studies, the development 
of ethical practices is closely linked to the assessment processes in 
higher education and the types of learning that students can 
achieve. In this regard, metacognition and deep learning are es-
sential for obtaining significant cognitive evaluation (Castillejos-
López, 2022; Oviedo-Guevara, 2023). On the other hand, re-
search findings on AI and its contributions to educational pro-
cesses reveal a tension between two perspectives: 1) the idea that 
AI enhances and enriches these formative processes by addressing 
numerous learning problems; and 2) the concern that this tool 
could become a privilege accessible only to a few students. This 
would imply a lack of equality and inclusion in educational pro-
cesses (Delphine & Guidi, 2023). This issue is one of the central 
points in the report by the International Commission on the Fu-
ture of Education, which aims to reimagine our future together. 

In conclusion, the proposed instrument we present is useful 
for identifying teaching and learning processes in higher educa-
tion with AI. It is a valid and reliable questionnaire, with a Cron-
bach’s alpha of 0.94 and a variance of 66.53%. Therefore, this 
tool can help measure whether learning transfer occurs when us-
ing hybrid and multimodal ecosystems in higher education.
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Abstract
The use of Artificial Intelligence (AI) as a teaching tool to promote the devel-
opment of critical thinking in primary education students, and its integration 
into the teaching-learning process, represents an important step in its use as a 
potentially transformative resource, allowing pedagogical challenges to be ad-
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lytics, educators can design adaptive educational experiences that fit the indi-
vidual needs of students, thereby encouraging their engagement and active 
participation in the learning process. Through the development of critical 
thinking, which is considered a fundamental skill that integrates the key com-
petencies of the current educational system, students are encouraged to ac-
quire the necessary skills to face the challenges of a society that needs people 
who are capable of handling large amounts of information. A pedagogical ap-
proach focused on students and a careful selection of active methodologies is 
necessary to ensure that the use of AI as a teaching tool encourages critical 
thinking and contributes significantly to the comprehensive development of 
students and the achievement of educational objectives in the digital age.

Keywords: Artificial Intelligence, critical thinking, active learning, teaching 
strategies, active learning methodologies.

4.1. Theoretical Foundation
Currently, the latest advances in the field of AI are representing a 
very notable change in many sectors of society in every sense. In 
the field of education, the emergence of AI entails a paradigm 
shift that will undoubtedly disrupt many of the concepts that, to 
date, we have taken for granted, including what is currently un-
derstood as intelligence, the methodologies of teaching-learning, 
and the objectives of education (Peña et al., 2020). In this con-
text, there are those who express their fears about this revolution 
with a resistance to change, revealing uncertainties and a process 
of adaptation that will not be easy. However, other authors, such 
as Peña et al. (2020), have a less catastrophic view and consider 
that AI, although it will disrupt a good part of our current con-
ception of the teaching-learning process, is an excellent tool at 
the service of education. However, it is paradoxical that one of 
the fears that society faces with the arrival of AI is the fear that it 
will reduce our ability to think like humans, that it will signifi-
cantly worsen our cognitive abilities in the long term, or that even 
decision-making will become worse (Aparicio Gómez, 2023).

There is no doubt that, given the growing proliferation of AI 
and the multitude of tools and applications that emerge every 
day, it is essential to address these concerns in a thoughtful and 
proactive manner. It is necessary to develop an ethical and regu-
latory framework that guides the responsible use of AI in the ed-
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ucational field and in society in general. All of this involves the 
crucial need to promote digital literacy for the proper use of AI, 
and to encourage users, whether teachers or students, the neces-
sary skills that allow them to understand and critically evaluate 
not only the enormous amount of information at their finger-
tips, but also the role of AI in their lives and in the educational 
process. The integration of AI as a teaching tool in the teaching-
learning process can play an important role in the development 
of higher cognitive skills, such as critical thinking, problem solv-
ing and creativity (Parra & Lago de Vergara, 2003). In the frame-
work of current regulated training, in which competencies are 
the key to the teaching-learning process, the development of 
these skills that allow students to fully grow as a person is more 
necessary than ever (Aguila, 2014). To achieve this, it is essential 
to adopt a student-centered pedagogical approach and a careful 
selection of active methodologies that maximize the benefits of 
AI while mitigating its potential risks (Benzanilla et al., 2019). In 
this way, AI can become a powerful ally in the search for a more 
inclusive, personalized education aimed at the comprehensive 
development of students in the digital age.

The development of critical thinking has become a funda-
mental objective in current education, since it enables students 
to analyze, evaluate and synthesize information in a reflective 
and informed manner, which allows students to not only under-
stand complex concepts, but also apply them in various situa-
tions. Developing critical thinking allows students to be more 
autonomous in their learning process, being able to ask mean-
ingful questions, solve problems and make informed decisions 
(Gautreaux & Ross, 2018). These skills are essential for their per-
sonal and professional development, preparing them to face a 
constantly changing world and adapt to new circumstances with 
resilience and creativity. 

Some studies such as the one prepared by Vergel Ortega, 
Rincón Leal and Paz Montes (2019) mention that the education-
al practice in which students create, discover, imagine and as-
sume information by interacting with other classmates using cer-
tain mobile applications, allows autonomous learning that fa-
vors the development of critical thinking (Vergel Ortega et al., 
2019). Beyond the competencies, it is important to point out 
that critical thinking does not generate new ideas but rather re-
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views, evaluates, values and analyzes the ideas that come to the 
students, reviewing what is understood and processed, which is 
why it requires a training process (Nieto & Saiz, 2011).

The development of critical thinking transcends what is done 
in the classroom, and some authors already point out that many 
of the repetitive tasks to which students are subjected harm or go 
against what they need to be able to develop it (López, 2012), 
also stating that the very tools that allow for a more conducive 
learning towards its promotion involves training in reading 
comprehension, problem solving, and language management.

4.2. AI as a Tool to Develop Critical Thinking
AI offers various tools and applications that can enhance the de-
velopment of critical thinking in primary education students. A 
good example of this is intelligent tutoring systems, which can 
be adapted to the level of each student, providing personalized 
feedback that encourages reflection and analysis. On the other 
hand, it is important to note that AI-based learning platforms 
can offer interactive activities that challenge students to solve 
problems and make decisions, thus promoting the ability to 
think critically.

In a class context in which active participation is encouraged 
and contributions are valued, students develop higher motiva-
tion, and their level of participation increases. This undoubtedly 
affects the development of critical thinking, since inquiry strate-
gies, problem solving and a climate of collaborative reflection, 
which encourages the full development of the necessary skills, is 
part of the strategies and tools that teachers must provide to es-
tablish the appropriate environment and methodological condi-
tions (López, 2012).

In this environment of empowerment through participation, 
it is important to value not only the types of questions that are 
asked, as well as the way in which they are formulated, but also 
the tools and strategies that are put into operation (López, 2012).

One of the highlights is the potential of AI to cultivate critical 
thinking in primary school students. Through access to AI-ena-
bled digital tools and resources, students can explore complex 
problems, critically analyze information, and reach informed 



694. Artificial Intelligence as a Teaching Tool to Promote the Development...

conclusions. This approach not only strengthens students’ cogni-
tive skills but also enables them to face real-world challenges 
with an analytical and reflective mindset. To this end, it is neces-
sary to know the elements required to ask good questions, and 
recognize the different types of questions that can be asked 
(Hervás- Gómez et al., 2023). However, it is crucial to address 
the ethical and social implications associated with using AI in 
the classroom. Educators must promote the responsible and eth-
ical use of technology, encouraging digital literacy and critical 
consciousness among students.

4.3. Objectives
The use of AI as a teaching tool in primary education presents 
promising opportunities to enrich the educational process and 
cultivate critical thinking in students. However, its effective im-
plementation requires a thoughtful and careful approach that 
considers both the benefits and challenges associated with this 
emerging technology.

The main objective of this work was to analyze how AI can be 
used as a tool for the development of critical thinking in primary 
education classrooms, through its integration as a teaching tool 
in the classroom.

With the secondary aim of challenging and stimulating the 
cognitive and metacognitive skills of students, the use of intelli-
gent algorithms and data analysis provided by AI systems was 
proposed through activities and exercises specifically designed to 
this end, thus providing immediate and personalized feedback 
on student performance, to encourage reflection and self-learn-
ing, and identify areas for improvement in the development of 
critical thinking. It will be necessary for AI to adapt to each con-
text and the needs of the students, taking into account inclusive 
principles, and ensuring the active participation of all students 
in the educational process.

We trust that this proposal will help teachers understand the 
implications of the effective use of AI as a teaching tool for the 
development of critical thinking in the school context. Finally, 
it is considered that this work is a starting point for collabora-
tion between education professionals who seek innovation and 
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continuous improvement of educational practice through the 
use of emerging tools such as AI and stop seeing it as a threat to 
teaching.

4.4. Methodology
Today’s school faces the constant challenge of not only training 
in knowledge but also in skills that respond to the problems of 
today’s society. The role of AI in the educational context is noth-
ing more than a necessary view of symbiosis that must be con-
templated by both areas. This inclusion of AI in the field of edu-
cation is not only restricted to facilitating the acquisition of 
knowledge but has promoted a more complete educational ap-
proach adapted to the individual needs of students. The ability 
to adjust the educational experience according to the abilities, 
interests and learning pace of each student has materialized 
thanks to this technology, whose presence in education is in-
creasingly solid and constantly evolving. In addition to the per-
sonalization of learning, AI has been positioned as a valuable 
tool for the development of skills linked to problem solving and 
critical thinking. By creating simulations and virtual scenarios, 
students face complex situations that require the application of 
knowledge and skills to make informed decisions, ask relevant 
questions, and evaluate responses through critical analysis to en-
sure their validity. Different research on the use of AI to promote 
Critical Thinking demonstrates how this technology can strength-
en the analytical and evaluation capacity of students, preparing 
them to address the challenges of tomorrow (Palau, 2023).

It is not a simple challenge, since this commitment involves 
considering, in a slow and analytical way, the problems and dif-
ficulties faced by its use in the classroom. This is why the first 
barrier detected is undoubtedly related to the appropriate use of 
AI and knowledge of the possibilities it offers in an educational 
context. It is therefore necessary to take into account the ade-
quate training of teachers to implement the use of AI as a teach-
ing tool, not only in terms of active learning methodologies, but 
also in the use of AI itself, as well as the tools that will be used, 
intentionally selecting those that best adapt to the objectives and 
needs of the students, such as accessibility, attention to diversity 
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and the possibilities of the classroom in question. The training 
of these teachers in the use of AI and its integration into a learn-
ing process to obtain the best performance is no less necessary. 
The training of teachers in the numerous tools and skills that 
open up for the new teaching model that society demands is not 
something new and is present every time this role modifies ei-
ther its functions or its role in the teaching-learning process.

The creation of activities that are effective in promoting the 
development of critical thinking implies being able to create 
simulation games, debates moderated by chatbots, and research 
projects guided by intelligent recommendation systems through 
the appropriate use of the well-known prompts, which involves 
language development and understanding how different AI-
based tools work. Educators must create activities that make use 
of all the capabilities that AI has for the benefit of the teaching 
process, establishing an evaluation process and the necessary 
mechanisms to assess the progress of students in the develop-
ment of critical thinking, as well as the effective use of language, 
the feedback that they use to give orders to the AI tools, the strat-
egies they put into operation, etc. (Díaz & Montenegro, 2010).

Continuing with the challenges that this technology presents, 
it is essential to highlight that the incorporation of AI in educa-
tion also entails a series of challenges and ethical considerations. 
One of the recurring topics of debate focuses on the impact that 
AI can have on the teacher’s functions and the role that he or she 
plays in the training process. While AI has the potential to im-
prove the efficiency and quality of education, it raises questions 
about the role of humans in the educational process. Related to 
the ethical issue, and without diminishing its relevance, it is im-
portant to point out that, like any emerging technology, prevent-
ing the widening of the so-called digital divide poses a challenge, 
since the availability and adequate training to manage it effec-
tively are not guaranteed for all users on equal terms, which can 
contribute to the widening of said gap and accentuate existing 
educational inequalities. It is crucial to rigorously address these 
challenges to ensure that the integration of AI in education pro-
motes the inclusion and equality principles of today’s school.

In recent decades, artificial intelligence has experienced rapid 
advancement, generating extensive discussions and debates 
about its integration in the field of education. To understand the 
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implications of AI in education and its responsible approach, 
numerous experts have contributed works that broaden the per-
spective on the role of artificial intelligence in education and its 
influence on the development of skills such as problem solving 
and critical thinking. Dillenbourg & Jermann (2007) discuss 
how to design integrative scripts for collaborative learning sup-
ported by technology. Artificial intelligence can play a crucial 
role in designing and adapting these scripts to facilitate problem 
solving and critical thinking among students.

On the other hand, Liu & Wang (2020) explore how artificial 
intelligence can be applied in teaching thinking skills, such as 
critical and analytical thinking in the field of higher education. 
Different approaches and technological tools that can foster the 
development of these competencies among students are dis-
cussed. Ayuso indicates in his study that teachers in initial train-
ing appreciate the benefits associated with the incorporation of 
technology, specifically AI, in the teaching-learning process, such 
as increased motivation, the development of skills linked to 
problem solving, and the promotion of creativity, which would 
contribute to the achievement of meaningful and enriching 
learning (Ayuso del Puerto & Gutiérrez Esteban, 2022).

Authors such as Bautista-Castaño et al. (2019) examine how 
artificial intelligence has influenced higher education by high-
lighting the opportunities and challenges that this technology 
presents to foster critical thinking and problem solving among 
students (Deroncele-Acosta et al., 2020). For their part, Pérez-
Ortiz et al. (2018) analyzed various artificial intelligence tech-
niques used in education and carried out an analysis in which 
they attempted to explain how these techniques can be applied 
to promote the development of critical-thinking and problem-
solving skills in educational environments. Responsible ap-
proaches to AI, as mentioned by Terrones Rodríguez (2021), are 
essential to ensure that this technology is used ethically and ben-
efits the student learning process.

According to Aparicio Gómez (2023), AI in education has the 
potential to empower students, encourage creativity and critical 
thinking, and prepare them to face the challenges of the 21st 
century. With careful and thoughtful implementation, we can 
make the most of the transformative power of AI in education 
(Aparicio Gómez, 2023).
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In short, this work aims to establish an active methodology 
that allows using Artificial Intelligence as an element that favors 
the development of critical thinking. Therefore, it is based on a 
participatory and collaborative approach that involves primary 
education students as main actors in the exploration and use of 
AI in the field of education.

This active role is considered one of the key aspects of the re-
search and experimentation process of the use of AI in the afore-
mentioned context. In this way, the methodology used was es-
tablished in different phases, with the aim of promoting the de-
velopment of critical thinking through the use of AI as a teaching 
tool.

It began with a first phase that consisted in the identification 
and compilation of Artificial Intelligence tools that could serve 
the objective of the project.

In an attempt to know the current panorama of AI tools avail-
able to work on the development of critical thinking, it was pro-
posed that students actively get involved in said search, selection 
and analysis of the various AI tools.

The necessary bibliographic review that was carried out in-
volved an extensive search for information in academic sources, 
books, magazines and reliable online sources that shed light on 
the latest advances and research on this topic, and allowed ex-
ploring different applications from different points of view. By 
becoming familiar with the different existing possibilities and 
the different applications that currently exist of AI to implement 
in the educational context, an unexplored field of knowledge 
was opened with multiple possibilities that were evaluated for 
use. At the same time, they were introduced to the different skills 
of information search and critical analysis, which provided them 
with a solid foundation to continue with the rest of the project 
appropriately.

The work was organized both individually and in groups to 
compile and analyze the information collected. Classroom de-
bates and discussions were held to share findings and perspec-
tives, encouraging critical thinking and reflection on the potential 
impact of AI on education to emerge in the process. As this phase 
progressed, the students began to discern the different AI tools 
and approaches, as well as the potential advantages and challeng-
es associated with their integration into the educational setting.
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The next phase consisted in the implementation of the differ-
ent activities that were previously designed, with the aim of find-
ing skills related to critical thinking, such as the preparation of 
prompts and discussion groups moderated by an AI. To this end, 
the class group was divided into four smaller groups; each of 
these groups was in charge of designing an activity using AI 
tools, and was invited to apply their knowledge acquired in the 
first stage of the study to design practical activities using writing 
tools. These activities were presented as a challenge or problem 
resolution that the other groups had to complete. Collaboration 
between peers became a fundamental aspect, since the students 
had to put themselves in each other’s shoes and think about ac-
tivities with clear didactic objectives that addressed different 
learning areas in a cross-sectional manner. During this phase, 
the students were challenged to work collaboratively to develop 
activities that addressed specific teaching objectives and were ap-
propriate for primary education. Likewise, the possibility of es-
tablishing levels of difficulty in the activities enriched the learn-
ing experience by adapting to the individual needs of the stu-
dents and their different learning rates.

With the development of proposals for use and activities to 
promote skills related to the development of critical thinking, 
we started the third phase, which focused on applying the AI 
Apps and the activities prepared by the students. Each group had 
the responsibility of carrying out the others’ proposals and pro-
viding a critical and constructive evaluation. This phase un-
doubtedly contributed significantly to the development of criti-
cal thinking and the ability to design and evaluate educational 
materials based on AI. The students had the opportunity to expe-
rience the practical use of AI tools in the educational process, al-
lowing them to better understand their potential and applicabil-
ity in the classroom. Additionally, the feedback received from 
peers drove continuous improvement of learning and valuing of 
teamwork, and promoted a culture of collaborative feedback.

4.5. Results
Through the different phases of the project, it was possible to 
understand the use that can be made of the different AI tools 
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currently available for the development of critical thinking and 
their application in the field of education. The identification and 
compilation of the different AI tools allowed for an analysis and 
exploration of the different resources that can be found and ana-
lyzed with a critical view, where the advantages and challenges 
associated with the integration of AI in the process of implemen-
tation could be discerned.

The applied work methodology enabled the development of 
key skills for the responsible and effective use of AI in education, 
and enabled the acquisition of skills related to the development 
of critical thinking, creativity, and teamwork.

4.6. Discussion and Conclusions
The implementation of AI in the field of education is presented 
as a challenge that requires a deep and detailed analysis of the 
problems and obstacles that arise in the school environment. 
One of the main obstacles identified is related to the appropriate 
use of AI and understanding the possibilities it offers in the edu-
cational context. It is essential to guarantee adequate teacher 
training to make the most of the potential of AI as a teaching 
tool, both in terms of active teaching-learning methodologies 
and in the management of the AI tools themselves and their se-
lection to adapt to the objectives and student needs.

Creating effective activities to foster the development of criti-
cal thinking involves the ability to design simulation games, dis-
cussions moderated by chatbots, and research projects guided by 
intelligent recommendation systems. This requires a command 
of the language and an understanding of how different AI-based 
tools work. Likewise, it is necessary to establish evaluation pro-
cesses and mechanisms to assess students’ progress in the devel-
opment of critical thinking and the effective use of language, as 
well as the strategies they use in their interactions with AI tools. 
Another important challenge posed by the integration of AI in 
education is the ethical considerations related to the role of the 
teacher and the impact on the educational process. While AI can 
improve the efficiency and quality of education, it also raises 
questions about the human role in the educational process and 
the possible widening of the digital divide. It is essential to rigor-



76 Artificial Intelligence and Education

ously address these challenges and ensure that the integration of 
AI in education promotes inclusion and equity.

The results of this study suggest that AI can play a crucial role 
in fostering critical thinking among students. The literature re-
view and empirical research conducted show that AI can be used 
effectively to design educational activities that promote critical 
thinking and problem solving. However, it is important to take a 
responsible approach to the use of AI in education, ensuring that 
it is used ethically and benefits the students’ learning process.

This study highlights the importance of an active methodology 
that uses AI as a tool for the development of critical thinking in ed-
ucation. It was shown that actively engaging students in the explo-
ration and use of AI in the classroom can significantly contribute to 
the development of cognitive skills and promote meaningful and 
enriching learning. It is essential to continue researching and ex-
ploring new ways to use AI in education responsibly and effectively 
to improve the quality of teaching and learning in the 21st century.

In conclusion, the use of AI as a teaching tool in primary edu-
cation classrooms offers significant opportunities to promote the 
development of critical thinking in students. However, its suc-
cessful implementation requires a comprehensive approach that 
includes teacher training, the appropriate selection of technolog-
ical tools, the design of student-centered pedagogical activities 
and the use of active teaching methodologies that would un-
doubtedly complement this puzzle.

This work aims to provide a starting point with an argued the-
oretical basis and a practical intervention proposal that we hope 
will be the beginning of a productive line of work and a source 
of collaboration between professionals to guide the integration 
of AI as an educational resource that allows for the development 
of critical thinking as a fundamental tool that serves as a batter-
ing ram against fake news and the so-called post-truth that circu-
lates so much in today’s society.
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Abstract
Artificial Intelligence has the necessary potential to transform education, but 
careful planning of its implementation is essential, knowing what we are do-
ing and why we are doing it. The opportunities for AI to personalize learning, 
foster connections between subjects, deepen concepts and put learning into 
practice are enormous. However, as these technologies advance, it is impor-
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is essential to develop a formative, healthy and safe relationship with technol-
ogy, with the main objective of finding a balance in digital life by developing 
skills and competences that allow minimizing the risks without losing the ben-
efits. This chapter addresses some of the challenges that need to be considered 
when implementing AI in education, while respecting the digital well-being of 
teachers and students, and offers recommendations that may inspire those 
who wish to start working with this technology in the classroom.

Keywords: AI ethics; Artificial Intelligence in education; digital well-being; 
personalization of learning; teacher training.

5.1. AI in Education
The current society of knowledge and information has brought 
about changes in the nature and scope of education, leading ed-
ucational systems worldwide to adopt strategies and policies to 
introduce and improve the use of digital tools (Timotheou et al., 
2023). In this context, in recent years, international organiza-
tions have emphasized the importance of structuring digital lit-
eracy, which should be present at all levels of the educational 
sphere, with the primary goal of integrating technologies into 
teaching-learning environments. For example, UNESCO (2016) 
already stresses the need to use technologies effectively, promot-
ing both the expansion of freely accessible resources and the im-
plementation of distance learning with the aim of improving the 
quality of education.

To this reality of the integration of digital skills in education, 
which has been present for decades, has been added, with al-
most unexpected vehemence, the emergence of Generative Artifi-
cial Intelligence (GAI), especially after the boom caused by the 
release of the new version of OpenAI’s ChatGPT-3 in 2022. This 
tool, capable of generating texts of high argumentative quality 
and with a great ability to maintain a coherent conversation, at-
tracted one million users in the first five days after its launch, 
becoming the fastest growing application in history. Given the 
capabilities of GAI, this phenomenon has a particular impact in 
the field of education (García Peñalvo, 2023) and has become 
an emerging topic in research on digital literacy in educational 
settings (Ayuso del Puerto & Gutiérrez Esteban, 2022; Su et al., 
2023).
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Education plays an important role in promoting social justice 
(Atterberry-Ash, 2023), fostering equal opportunities and en-
couraging responsibility in building a fairer and freer society. In 
a world where digitalization has such a strong presence and in-
fluence on people’s lives, it is essential that all students have the 
opportunity to learn and explore the use of digital tools and, in 
particular, artificial intelligence.

In this way, authors such as Baidoo and Owusu (2023) pro-
pose to explore the potential of ChatGPT to improve education 
and student learning. In a new scenario where there are tools 
with immense potential and opportunities (and also dangers, it 
must be said), it is essential to experiment with and understand 
them in order to promote the development of strategies and the 
creation of motivating activities that create a dynamic and en-
gaging educational environment (Grané, 2024). Sabzalieva and 
Valentini (2023) propose several strategies for integrating and 
using the OpenAI application in the classroom, assigning it roles 
such as study companion, Socratic opponent, complementary 
guide, co-designer or dynamic evaluator, among others.

AI enables tasks that enhance the learning experience of stu-
dents, such as creating summaries or extracting ideas from text, 
translating text into different languages and improving their 
writing, creating videos or images from text, overcoming writer’s 
block when starting to write, acquiring vocabulary through con-
versation, or self-assessing knowledge by receiving instant feed-
back on performance in assignments or exams (Vicerrectorado 
de Innovación Educativa, 2023).

Beyond the mere integration in the classroom, the aforemen-
tioned digital tools are widely used by teachers in designing ac-
tivities, formulating questions and planning lessons (Sánchez 
Vera, 2024). This highlights the close collaboration that can be 
established between these technologies and teaching.

Each of these ideas about the use of AI tools in education 
should include a natural discussion about their application, thus 
fostering debates inherent to the use of these applications, such 
as the limited ways in which educational processes can be mod-
elled, the different ways in which AI technology risks perpetuat-
ing social harm for students at risk of exclusion, or the ecological 
and environmental costs of data-intensive AI forms and devices 
(Selwyn, 2024); as well as other ethical aspects such as the mis-
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use of information (partial or biased), the creation of fake infor-
mation (deepfake) or the sharing of personal data and the lack of 
legislation in this regard.

The absence of a regulatory framework for artificial intelli-
gence is hampering progress in its research and development. 
The definition of parameters for action, limits, conditions and 
responsibilities is crucial for progress in this field. It is necessary 
to determine whether these technologies can be held legally re-
sponsible for their actions, either wholly or in part. The lack of 
clarity in this respect creates uncertainty and limits investment 
and the development of new AI applications, especially when 
these tools are used with minors.

Establishing clear and specific regulations for AI would pro-
mote responsible innovation, protect students, teachers and 
families, and ensure the ethical and safe development of this 
technology.

AI and learning

The advent of AI could lead to a radical change in the way we 
value truth. In a future where artificial intelligence is ubiquitous, 
verisimilitude, or the appearance of truth, may be more impor-
tant than truth itself (Casanovas, 2023). However, learning and 
truth are closely related. Learning is the process of acquiring new 
knowledge or skills, and truth is the correspondence between 
knowledge and reality. Therefore, learning should be a driving 
force that brings us closer to truth.

Learning aims to develop critical skills in students by promot-
ing holistic thinking and reasoning. These skills allow evaluating 
information objectively and drawing one’s own conclusions. It is 
this way of being and doing in the classroom that this chapter 
seeks to support.

From a pedagogical point of view, the emergence of AI may 
require a repositioning of the true role of the educational institu-
tion. Organic Law 3/2020, of December 29th, which amends Or-
ganic Law 2/2006, of May 3rd, on education (BOE number 340, 
Wednesday December 30th 2020), emphasizes the development 
of competences and personalized learning. The aim is that no 
student should leave compulsory education without the neces-
sary skills to take on personal, academic, social and professional 
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projects. The competency-based approach goes beyond the mere 
acquisition of knowledge and focuses on the ability to apply it to 
real-world problem-solving situations.

According to Galán, Ruiz and Jiménez (2023), generative AI 
can play a relevant role in achieving these objectives, as it can 
promote the following:

• Personalized learning, adapting content and activities to the 
individual learning needs and styles of each student.

• Develop critical thinking by exposing students to different 
perspectives on a topic and helping them to critically analyze 
and evaluate information.

• Creative problem solving, encouraging students to explore 
different approaches to problems and find innovative solu-
tions.

• Personalize content, using generative AI to create personal-
ized learning materials tailored to each student’s knowledge, 
skills and interests.

• Provide feedback, analyzing students’ work and providing 
valuable information to help them progress.

In addition, AI can mimic and enhance certain human skills 
in various areas:

• Listening: automatic translation and speech recognition 
(Delić et al., 2019). AI can automatically translate text and 
audio from one language to another, facilitating communica-
tion between students and teachers from different cultures. 
Speech recognition allows AI to interact with students natu-
rally through spoken commands.

• Speech: voice synthesis and human-machine dialog (Chiba 
et al., 2019). Speech synthesis allows AI to naturally generate 
spoken text, which can be useful for creating educational ma-
terials or assisting students with learning disabilities. Human-
machine dialogue allows AI to interact with students in a con-
versational manner, answering their questions and providing 
them with information.

• Observation: computer vision, image recognition, and text 
recognition (Paglen, 2019). Image recognition allows AI to 
analyze images and videos to extract information, such as the 
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number of people in a classroom or the type of activities tak-
ing place. Text recognition allows AI to read and understand 
written text, which can be useful for correcting assignments or 
translating documents.

• Thinking: theorem proving (Sarma & Hay, 2017). AI can 
prove mathematical theorems, which can be useful for math-
ematics education and research.

• Learning: scientific learning and context adaptive learning 
(Colchester et al., 2017). Machine learning allows AI to learn 
autonomously from data, which can be useful for creating 
personalized tutoring systems. Intelligent adaptive learning 
allows AI to create learning plans for each student based on 
their needs and learning style. 

Artificial Intelligence (AI) can not only transform education, 
but also free up teachers to spend more time with their students. 
Currently, much of a teacher’s time is spent on repetitive tasks 
such as grading papers and exams, limiting the time available for 
teaching, research, and personal interaction with students. This 
is where AI plays a fundamental role. Systems such as Holstein, 
McLaren, and Aleven’s intelligent tutoring system (2017) or Cui, 
Zhang, and Li’s intelligent assessment system (2019) automate 
these repetitive tasks, freeing teachers from administrative bur-
dens and allowing them to focus on what really matters: human 
interaction and each student’s individual learning experience.

Finally, it is important to note that AI technology can also 
enhance teachers’ skills, helping them to provide students with 
personalized and accurate pedagogical guidance that they could 
not provide before, and significantly improve the efficiency of 
knowledge transfer. In addition, AI allows teachers to devote 
more time and energy to communicating with students, allow-
ing them to focus on developing other competencies in students.

5.2. Digital Well-being and AI
In the popular imagination, AI is seen as a possible threat, but it 
is important to recognize its potential as a catalyst for digital 
well-being when implemented ethically and responsibly. Digital 
well-being has become a relevant topic in the age of technology, 
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especially with the increasing integration of AI into various as-
pects of everyday life and education. Technological change is 
very fast and generates a lot of impact.

This phenomenon of immediacy and frugality also influences 
concepts and theories, so we have to consider digital well-being 
as a dynamic concept influenced by technological and social 
changes (Vanden, 2021). Digital well-being is often implicitly 
defined by juxtaposing it with undesirable habits (e.g., drawing 
a parallel between technology use and unhealthy eating habits) 
or with afflictions that represent digital discomfort, such as tech-
nology addiction. This is surprising, as well-being is usually un-
derstood not as the absence of an undesirable condition, but 
rather as “complete physical, mental, and social well-being and 
not merely the absence of disease or infirmity” (World Health 
Organization (WHO), 2020). At this point, we need to move to-
wards a conceptual construction of well-being based on positive 
aspects and not on the absence of negatives.

The “quest for digital well-being” seems to be the challenge to 
be overcome (Quispe et al., 2020). AI can be the problem or the 
solution, as it can offer personalized solutions that promote 
healthy habits in the use of technology, thus improving the qual-
ity of life of users. At the same time, it is crucial to address the 
challenges it poses, such as privacy and the digital divide, to en-
sure that its integration in education effectively contributes to 
the well-being of students and educators. In this sense, the Unit-
ed Nations advocates for the responsible use of AI, highlighting 
its potential to contribute to the achievement of the Sustainable 
Development Goals (SDGs) (United Nations, 2023). AI is pre-
sented as a powerful tool to address the complex challenges of 
the present, allowing us to solve current problems with the tech-
nologies of the future.

This technological revolution has led professionals, research-
ers, scientific societies and institutions to open the debate on AI 
in education. UNESCO has developed a Guidance on Generative 
AI in Education and Research. This document explores some of the 
ways in which AI can contribute to digital well-being, such as: a) 
information management and privacy; b) emotional well-being 
and mental health; c) education and digital literacy; and d) pre-
vention of cyberbullying and online violence.
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Conscious, balanced and safe use

Conscious and balanced use of AI is essential to maximize its 
benefits and mitigate potential risks in various fields, including 
education and research. Adopting a reflective and ethical per-
spective in the implementation of AI can help ensure its positive 
impact on society (Moya & Eaton, 2023).

Some key considerations to promote a conscious and bal-
anced use of AI are:

• Awareness of AI capabilities and limitations: It is critical to con-
sider the capabilities and limitations of AI when using it in edu-
cational and research contexts. Recognizing that AI is a power-
ful but not infallible tool can help avoid unrealistic expectations 
and poor decisions based on overestimating its capabilities.

• Impact assessment and ethics in AI implementation: Before 
integrating AI into educational or research processes, it is im-
portant to conduct a comprehensive assessment of its impact 
on users, society, and the environment. Consideration of eth-
ical issues such as equity, transparency, and accountability 
can guide the ethical implementation of AI and ensure that it 
is used responsibly and fairly.

• Promoting digital literacy in AI: Promoting digital and AI lit-
eracy among users, including students, researchers, and pro-
fessionals, is key to the conscious and balanced use of tech-
nology. Providing education on the basic principles of AI, its 
applications, and its ethical implications can empower indi-
viduals to make informed and ethical decisions about its use.

• Establish clear policies and guidelines: Developing clear poli-
cies and guidelines for the use of AI in educational and re-
search environments can provide a regulatory framework that 
promotes conscious and balanced use. Establishing protocols 
for security, privacy and ethics can help mitigate risks and en-
sure the responsible use of AI in decision-making and knowl-
edge generation. In this regard, the European strategy on AI 
aims to “build a resilient Europe for the Digital Decade”, 
where people and businesses must be able to enjoy the bene-
fits of AI while feeling safe and protected, and ensuring that 
AI is human-centered and trustworthy (An EU approach to 
artificial intelligence | Shaping Europe’s digital future, 2024).
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• Security, privacy, and separation are fundamental issues to 
consider in the development and application of artificial in-
telligence (AI). These elements are critical to ensure user trust, 
protect sensitive data, and mitigate potential risks associated 
with the use of AI in various contexts, including education 
and research. Ensuring compliance with data protection regu-
lations, such as the European Union’s General Data Protec-
tion Regulation (GDPR), is essential to protect user privacy 
(General Data Protection Regulation (GDPR), 2016).

5.3. Formative Use of Artificial 
Intelligence and Academic Integrity
The debate about the use of artificial intelligence (AI), especially 
large language models (LLMs), in academic education revolves 
around academic integrity. Perkins (2023) warns of the difficulty 
of determining the originality of content generated by students 
using LLMs, as the variability of text generation and the limita-
tions of current plagiarism detection tools make it difficult to de-
tect the use of these models.

The integration of AI in education therefore poses significant 
challenges to academic integrity, but also offers opportunities to 
enrich the educational process. It is imperative to adopt a bal-
anced approach that promotes the ethical and responsible use of 
AI and ensures that assessments accurately reflect students’ skills 
and knowledge.

Evaluations and good practices

In the context of face-to-face instruction, traditional assessments 
-such as written and oral exams administered in person- are con-
sidered virtually risk-free in terms of academic integrity. These 
assessment methods allow instructors to directly observe stu-
dents’ thought processes, ability to reason, and depth of under-
standing. While valuable, these methods may not fully capture 
the abilities of all students, especially those who may not per-
form well under pressure or have different learning styles.

However, AI-powered assessments offer the opportunity to 
personalize and adapt tests to meet the individual needs of stu-
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dents. Tools such as adaptive learning systems can adjust the dif-
ficulty of questions in real time based on students’ responses, 
which could provide a more accurate measure of their under-
standing and skills. Yet, this approach presents challenges relat-
ed to the authenticity of student responses and the potential for 
inappropriate use of AI to complete tasks (Ali et al., 2021).

Tasks could be designed to be more complex, mimicking real-
world problems in business and academia, and requiring stu-
dents to explain how, when, and with what data they used AI. 
This approach promotes not only the development of technical 
skills, but also the ability to argue and ethically justify the use of 
AI tools.

Some key points regarding the aforementioned balance are:

• Digital ethics education: It is important to educate students 
about digital ethics and academic integrity from the begin-
ning of their education. This includes discussions about the 
appropriate use of AI and how to properly cite AI-generated 
content in their work (Yufei et al., 2020). 

• Advanced anti-plagiarism tools: Develop and deploy anti-pla-
giarism tools that can detect not only traditional plagiarism, 
but also AI-generated content. This will require constantly up-
dating the databases of these tools to include examples of AI-
generated text.

• Authenticated assessments: Implementing assessments that 
require the application of knowledge in real-world scenarios, 
group projects, and oral presentations can help ensure that 
the work reflects students’ true understanding and skills. In 
addition, the use of proctoring technology during online as-
sessments can help verify students’ identities and minimize 
academic fraud.

• Feedback and ongoing assessment: AI can be used positively 
to provide immediate and personalized feedback to students. 
This not only supports continuous learning, but also allows 
educators to identify areas where students may need addi-
tional support.
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Abstract
The advancement of artificial intelligence (AI) is an undeniable issue and is in-
creasingly present in education, including inclusive education. Many AI-based 
tools can enhance and support the cognitive potential of students with diversity, 
supporting quality education, which favors their full inclusion in society. Inclusive 
education contributes to reducing inequalities by promoting tolerance among all 
people. This study’s main objective was to conduct a search, selection and sub-
sequent review of existing AI-based tools that could be beneficial for improving 
the teaching-learning process and the quality of life of people with diversity. 
Following the results obtained, it is recommended that this line of research be 
continued with more in-depth studies to analyze the viability of each tool.

Keywords: accessibility, Artificial Intelligence, disability, diversity.

6.1. Introduction
UNESCO’s (2022) recommendations on the Ethics of Artificial 
Intelligence address the approach and deployment of AI in the 
world’s education systems. Educational institutions and admin-
istrative bodies relevant to the field of education should commit 
to further advancing digital literacy in AI in the classroom. Ade-
quate AI literacy will empower the population and reduce digital 
divides and inequalities in access to digital technology resulting 
from adopting AI-based applications. Beyond the academic and 
future professional component, the aim is to help this group un-
derstand their development process and provide them with all 
the possible tools to make significant contributions to our soci-
ety. The collaboration of all responsible bodies is needed to en-
sure that AI technologies empower learners and teachers to im-
prove their experience, bearing in mind relational and social 
principles (UNESCO, 2022).

6.2. Artificial Intelligence in Education
The global landscape is becoming increasingly digitized, which 
has a particular impact on education today. The constant advances 
in Artificial Intelligence (AI), together with Machine Learning (ML) 
and Big Data, are practical and efficient tools for predicting the re-
sults of analysis encompassed within computationally demanding 
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engineering problems (Markou et al., 2024). Such devices have 
played an essential role in today’s education sector and, therefore, 
in all socio-cultural domains (Borja & Camargo, 2024). Undoubt-
edly, AI offers helpful knowledge and information on many top-
ics, but caution and contextualization must be exercised due to its 
susceptibility to misinformation and bias (Wang et al., 2024).

Fundamental aspects of the use of AI are the use, development 
and creation of content and digital tools that people must learn 
how to use and control for the development of digital competence. 
There is a need to design guidelines for teachers and students on 
how to use generative AI appropriately to provide intellectual and 
personal developmental support (Wang et al., 2024). Learning with 
technology and technological tools can reduce the difficulty and 
complexity and improve the efficiency of such learning, as long as it 
is adequately managed and controlled (Borja & Camargo, 2024).

At the same time, protecting the welfare and interests of global 
citizens underscores the pressing need to assess the rise of AI and 
chart a way forward based on the development of ethical frame-
works that facilitate the regulation and growth of AI (Farhat et al., 
2024).

AI makes allows analyzing the human cognitive process 
through tools such as Big Data, simulating the information pro-
cess of human sight, hearing, touch, feeling, thinking and reason-
ing, and from this, it is possible to build one’s neural network and 
generate algorithms that draw a visual representation (Borja & 
Camargo, 2024). Among them is the proliferation of sophisticat-
ed language models that can understand and develop human-like 
text, incorporating a component of greater accessibility and equal-
ity among academics (Farhat et al., 2024). Below is a list of tools 
that aim to improve accessibility and enrich the learning experi-
ence in the classroom.

6.3. Artificial Intelligence Tools to 
Improve Accessibility in Education 
for People with Disabilities

Below are some AI tools that aim to improve accessibility and 
personalized learning for students with disabilities, making read-
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ing and accessing educational material a more inclusive, flexible 
and enriching experience. These tools are the following:

Storysign1

Huawei developed this tool as a mobile application to make 
reading more accessible for students with hearing difficulties. Its 
principal function is to translate text into sign language. This ap-
plication uses the device’s camera to scan the text of children’s 
books. An animated “Star” avatar automatically translates the 
text into sign language. On the positive side, it offers the ability 
to adjust the speed of translation and other settings to suit indi-
vidual reading preferences.

The educational possibilities of StorySign in the context of ac-
cessibility for people with disabilities, especially for children 
with hearing disabilities, are broad and significant. Here are 
some of the highlights:

• Improving sign language literacy by providing a platform for 
deaf children to improve their reading skills in their native 
language, i.e., sign language. Making printed books accessible 
through real-time translation facilitates learning and practice 
of reading in an interactive and engaging environment.

• Fostering a love for reading: helps instill an early love for 
reading by making books more accessible and engaging for 
deaf children, which is critical for educational and personal 
development.

• Educational inclusion: Providing a tool that allows deaf chil-
dren to access the content of books in sign language promotes 
inclusion in educational settings where deaf and hearing chil-
dren learn together. It helps deaf children feel more integrat-
ed and participatory in the academic community.

• Support for parents and teachers: it allows parents and teach-
ers who do not know sign language to share stories and edu-
cational material with deaf children.

• Development of comprehension skills: the application is not 
only limited to the literal translation of the text but also inter-
prets the context and grammar to provide an understanding 

1. https://storysign.storysign&hl=es&gl=us

https://storysign.storysign&hl=es&gl=us
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of the material, which is essential for developing reading 
comprehension skills.

• Personalization and diversification of learning: StorySign of-
fers various educational materials tailored to different inter-
ests and skill levels, allowing for a more personalized and di-
versified learning experience.

• Transition tool: For some students, StorySign acts as a bridge 
between learning sign language and developing skills in read-
ing and writing text, facilitating a smoother transition to more 
varied forms of communication.

Otter.ai2

The voice transcription application uses voice recognition and 
natural language processing technologies to convert conversa-
tion into text. This tool can improve accessibility in education, 
mainly because it allows access to auditory content and facili-
tates the creation of study materials, providing support for stu-
dents with hearing diversity. In addition, it can improve lesson 
planning, collaboration and content sharing.

Some of the educational possibilities that Otter.ai offer are 
the following:

• Real-time transcription and note-taking for meetings: This is 
especially useful for students participating in conferences or 
seminars, as they can get detailed transcripts of the sessions to 
review later.

• Assisting journalists in transcribing interviews and taking 
notes for efficient reporting: Students in journalism or com-
munication-related fields can significantly benefit from this 
function to process and analyze their interviews or research.

• Assists students in transcribing and summarizing lectures, fa-
cilitating the review and study of course material: This is par-
ticularly valuable for students seeking to maximize their un-
derstanding and retention of the material presented in les-
sons, allowing them to access accurate and detailed summaries 
for study.

2. https://otter.ai/

https://otter.ai/
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Microsoft AI for accessibility3

Microsoft AI for Accessibility is a program aimed at amplifying 
human capabilities through artificial intelligence for people with 
disabilities. This initiative focuses on developing and imple-
menting AI solutions that help overcome barriers to communi-
cation, employment and mobility for people with disabilities. 
Although its main focus is not educational per se, the tools and 
technologies developed under this program have significant ap-
plications in education, primarily to support students with dif-
ferent types of disabilities.

Some of the educational possibilities that Microsoft AI for Ac-
cessibility provides are the following:

• Improving accessibility in educational tools: Implementing 
AI technologies to make educational applications and plat-
forms more accessible to students with visual, hearing or mo-
bility disabilities. This includes improved screen readers, 
speech recognition and sign language interpretation technol-
ogies.

• Personalization of learning: Using AI to adapt educational 
content to the specific needs of learners, taking into account 
their disabilities and learning preferences. This may include 
adjustments to the speed of content presentation, complexity 
levels and interaction methods.

• Enhanced communication tools: Development of applica-
tions and devices that use AI to facilitate communication for 
students with speech or hearing disabilities, enabling them to 
participate more effectively in collaborative educational envi-
ronments.

• Vision support: Implementing AI technologies that help stu-
dents with visual impairments interact with digital and physi-
cal content, e.g. through text-to-speech, image description 
and assisted navigation in educational environments.

• Behavioral analytics for educational support: Use of AI to an-
alyze the behavior and interaction of students with disabili-
ties on online learning platforms to identify barriers to learn-
ing and adjust educational strategies to improve effectiveness.

3. https://www.microsoft.com/en-us/accessibility

https://www.microsoft.com/en-us/accessibility
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• Accessibility in assessments and exams: Application of AI so-
lutions to make evaluations more accessible to students with 
various disabilities, ensuring they can demonstrate their 
knowledge and skills on an equal footing.

Voiceitt4

Voiceitt is a mobile application that uses artificial intelligence to 
make content accessible to students with speech difficulties. The 
app allows text to be converted into speech, making it easier for 
them to understand educational materials. Voiceitt analyzes the 
user’s speech and creates a personalized voice model. This mod-
el is used to convert text into speech naturally and accurately. 
The application offers a variety of features that facilitate the ac-
cessibility of content for learners with speech difficulties. These 
features include text-to-speech conversion, language translation, 
subtitle generation and speech recognition.

Some of the educational possibilities that Voiceitt enables are 
as follows:

• Facilitating classroom communication: Voiceitt can help stu-
dents with speech disabilities communicate more effectively 
with teachers and peers. This improves classroom participa-
tion and allows students to express their ideas and questions 
more clearly.

• Support in presentations and oral presentations: Students us-
ing Voiceitt can confidently participate in presentation activi-
ties and class discussions, as the tool allows them to convey 
their messages more understandably.

• Improved independence and self-esteem: By enabling stu-
dents to communicate more effectively, Voiceitt can contrib-
ute to their independence and increase their self-esteem. This 
is vital for personal development and educational success.

• Use in assistive technology: Voiceitt can be integrated with 
other assistive technologies in educational settings, such as 
augmentative and alternative communication (AAC) devices, 
to provide a more complete communication solution.

4. https://www.voiceitt.com/

https://www.voiceitt.com/
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Kurzweil 30005

Kurzweil is a virtual educational assistance platform specialized 
in children with learning difficulties, such as dyslexia and dys-
graphia or students with attention deficit disorder, as well as 
other needs. Thanks to artificial intelligence, this platform per-
sonalizes learning individually, adapting to the needs of each 
student. In addition, it uses AI to convert images into text or au-
dio through optical character recognition to provide reading-
aloud for readers, which is vital for students with visual or read-
ing difficulties. It includes multiple text-highlighting tools, for 
example, with different colors, which promotes the organization 
of ideas for students with problems in understanding a text.

Some of the educational possibilities that Kurzweil 3000 pro-
vides are the following:

• Text reading: Kurzweil 3000 converts printed and digital text 
into speech, allowing students to listen to books, documents, 
and course materials aloud. This functionality is essential for 
students with reading or visual impairments, as it improves 
their access to educational content.

• Comprehension tools: The application includes tools that 
help improve reading comprehension, such as highlighters, 
sticky notes, and the ability to create outlines. These tools al-
low students to interact with the text more actively, facilitat-
ing better retention of information.

• Writing functions: Kurzweil 3000 offers writing support 
through word prediction, spelling correction, and grammar 
suggestions, which benefits students with dyslexia or writing 
difficulties. In addition, the dictation tool converts speech 
into text, providing another way for students to generate writ-
ten content.

• Study and organize: With tools for creating flashcards, sum-
marizing texts, and organizing ideas, Kurzweil 3000 supports 
students’ study strategies and helps them develop organiza-
tional skills essential for academic success.

• Access to content in different languages: The platform’s abili-
ty to read texts in multiple languages can be a significant ad-

5. https://www.kurzweil3000.com/KLogin.php

https://www.kurzweil3000.com/KLogin.php
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vantage for students learning a new language or those whose 
first language is not the primary language of instruction.

Taptapsee6

This platform mainly helps people with visual diversity, as it 
provides explicit audio descriptions of environments, objects, 
people, or any image, thanks to artificial intelligence and vision 
technology, which makes allows identifying pictures through a 
device’s camera. Artificial intelligence is present in this applica-
tion when placing images to describe them since, using visual 
patterns, similarities and differences of familiar objects are com-
pared for quick identification.

Some of the educational possibilities that TapTapSee offers 
are the following:

• Identification of didactic materials: TapTapSee can help stu-
dents identify and differentiate didactic materials and re-
sources, such as books, notebooks, and school supplies, facil-
itating their organization and independent access to these re-
sources.

• Support hands-on learning activities: In subjects that include 
hands-on components, such as science or the arts, TapTapSee 
can assist students in identifying instruments, materials, and 
other items needed to conduct experiments, art projects, and 
more.

• Improved orientation and mobility in the educational envi-
ronment: The app can help students become more familiar 
with and navigate more independently within the school en-
vironment by identifying site-specific features, such as class-
room doors, signage, and common areas.

• Fostering independence and confidence: By enabling students 
with visual impairments to identify objects and text indepen-
dently, TapTapSee contributes to their autonomy, confidence, 
and self-esteem, which are critical to their academic perfor-
mance and emotional well-being.

• Integration into educational projects: Educators can integrate 
TapTapSee into classroom projects and activities to promote 

6. https://taptapseeapp.com/

https://taptapseeapp.com/
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inclusion by designing assignments that leverage technology 
to include all students in collaborative learning and shared 
experiences.

• Reading support and information access: Although TapTap-
See is more focused on object identification, it can be com-
plemented with other AI tools and assistive technologies that 
convert text to speech to facilitate access to printed or written 
information, offering a more complete learning experience.

• Social Skills Development: Identifying objects and environ-
ments can bridge group and social activities, allowing stu-
dents with visual impairments to participate more actively in 
group discussions and projects.

Snap & Read7

Snap&Read is an artificial intelligence tool designed to improve 
accessibility and learning by offering a comprehensive solution 
for students with diverse needs, including reading difficulties, 
visual impairments and other learning challenges. This tool has 
many educational applications, facilitating access to curricular 
content and support for reading comprehension and writing.

Some of the educational possibilities provided by Snap&Read 
are as follows:

• Accessible reading: Snap&Read converts any printed or digital 
text into speech, enabling students with visual impairments, 
reading difficulties or dyslexia to access educational content 
equally.

• Personalization of learning: Allows text complexity to be adjust-
ed to suit each student’s reading comprehension needs, sup-
porting pedagogical differentiation and personalized learning.

• Language support: With the ability to read texts in multiple 
languages, Snap&Read can be especially useful in multilin-
gual educational environments and for students learning a 
new language.

• Integrated study tools: Underlining functionality and outlin-
ing help students organize information and study more effec-
tively, improving retention and comprehension of content.

7. https://snapandread.com/

https://snapandread.com/
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• Writing support: The tool offers writing assistance, such as 
word prediction and sentence construction, which is especial-
ly useful for students who struggle with writing and express-
ing ideas.

• Developing independence: By providing students with the 
tools to access and understand texts independently, 
Snap&Read fosters autonomy and self-confidence in learning.

• Universal access to knowledge: Snap&Read facilitates equita-
ble access to information and educational resources, which 
creates an inclusive learning environment.

Microsoft Seeing AI8

Microsoft Seeing AI is a tool that uses artificial intelligence to 
help people with some visual diversity make their day-to-day 
work or school life more accessible. Some of the possibilities of-
fered by this tool are the following: it speaks text as fast as it ap-
pears on the screen in front of the camera, provides audio guid-
ance for documents, locates barcodes to identify products, and 
recognizes faces and even emotions.

Some of the educational possibilities offered by Microsoft 
Seeing AI are the following:

• Reading printed and digital text: Seeing AI can read printed 
text in real-time, including books, documents, menus and la-
bels, which facilitates access to educational material for visu-
ally impaired students.

• Object and scene identification: The tool can visually describe 
what the phone’s camera captures, which can be used in edu-
cational activities to help students understand their immedi-
ate environment and in science experiments or field trips.

• Color and light recognition: This can be useful in art or de-
sign classes for students with visual impairments, allowing 
them to participate more actively and autonomously in crea-
tive projects.

• Barcode reading: This facilitates product identification in 
home economics classes or for teaching independent living 
skills to students with visual impairments.

8. https://www.microsoft.com/en-us/ai/seeing-ai

https://www.microsoft.com/en-us/ai/seeing-ai
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• Face and emotion recognition: This feature can be used to 
teach and reinforce the recognition of emotions and facial ex-
pressions in social or emotional education classes, which is 
especially valuable for students with visual impairments.

• Image description in other applications: Integration with oth-
er applications allows visually impaired students to receive 
descriptions of images and graphics in digital documents or 
educational websites, improving their understanding of the 
content.

Beeline Reader9

Beeline Reader is an innovative tool that uses color gradients in 
the text to facilitate reading. It is especially designed for people 
with dyslexia, ADHD, or vision problems, although it also im-
proves the reading experience for people without these condi-
tions.

Some of the educational possibilities that Beeline Reader pro-
vides are the following:

• Improved reading comprehension: By visually guiding read-
ers through the text with color gradients, Beeline Reader 
can help improve reading comprehension, allowing stu-
dents to follow the text more efficiently and maintain con-
centration.

• Increased reading speed: Studies have shown that Beeline 
Reader helps readers finish articles more quickly and increas-
es overall reading speed, which is beneficial for students with 
large volumes of reading material.

• Support for students with special needs: Specifically designed 
to be an inclusive tool, Beeline Reader is beneficial for stu-
dents with dyslexia, ADHD or visual impairments, facilitating 
their access to educational material and improving their au-
tonomy in learning.

• Use in diverse materials and platforms: The tool can be ap-
plied to various digital texts, from e-books and online articles 
to PDF documents, making it versatile for different educa-
tional needs and content formats.

9. https://www.beelinereader.com/

https://www.beelinereader.com/
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• Promoting independence in learning: By enabling students to 
better access and comprehend texts independently, Beeline 
Reader promotes independence and confidence in students 
with and without disabilities.

• Integration with educational platforms: Beeline Reader has 
been integrated with leading educational and accessibility 
platforms, such as Bookshare and Blackboard Ally, facilitating 
its adoption in academic environments and improving the 
accessibility of educational content for all students.

Ava10

Ava is an application designed to facilitate real-time group com-
munication, mainly intended for people with hearing difficul-
ties. This application transcribes the participants’ conversations 
and displays them on the screen. Participants speak, and the mi-
crophone picks up the audio, using speech recognition technol-
ogy and algorithms to transcribe. 

Ava offers several educational possibilities to improve the ac-
cessibility and inclusion of deaf and hard-of-hearing people in 
academic and e-learning environments.

Some of the educational options that Ava offers are the fol-
lowing:

• Live captioning for all situations: Ava provides live captioning 
solutions for deaf and hard-of-hearing people, making online 
and in-person conversations accessible. This is particularly 
useful in educational environments where clarity and com-
prehension are crucial to learning.

• Ava Scribe: This service combines Ava’s artificial intelligence 
with professional Scribes to ensure accurate captioning with-
out compromising quality. Ava Scribe is ideal for meeting 
ADA (Americans with Disabilities Act) requirements and pro-
viding a fully inclusive educational environment. It is benefi-
cial when a high level of accuracy is required, such as lectures, 
master classes, and educational events.

• Ava Connect: Ava Connect allows closed captioning integra-
tion into any video conference with a single click while main-

10. https://es.ava.me/

https://es.ava.me/
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taining all the functionalities that users appreciate about Ava. 
This feature is invaluable for students and educators in re-
mote or hybrid learning environments, ensuring all partici-
pants can follow discussions without barriers.

• Transcripts and summaries of conversations: Ava also offers 
the ability to store transcripts and generate accurate summa-
ries of conversations. This feature is helpful for students who 
wish to review class material or for educators who need to 
keep records of class discussions.

• Accessibility in diverse educational environments: Ava is 
helpful not only in the classroom but also in tutorials, study 
groups, conferences, and any other educational situation 
where clear communication is essential.

VoiceOver (iOS)11

It is an accessibility feature built into iOS devices like iPhones and 
iPads. It offers screen reading for the visually impaired, where users 
activate VoiceOver in the accessibility settings, and once activated, 
it provides auditory feedback on what is on the screen, allowing 
users to navigate and use their devices without seeing the screen.

Some of the educational possibilities that VoiceOver enables 
are as follows:

• Improved accessibility: Voice tools can help students with vis-
ual impairments or reading difficulties by converting text to 
speech, allowing them to access educational content more ef-
fectively.

• Language learning: Speech technology can be a valuable tool 
for students learning new languages, providing accurate pro-
nunciations and enabling listening and speaking practice in 
the target language.

• Improved reading and comprehension: By listening to text 
read aloud, students, especially those who are auditory learn-
ers, can improve their reading comprehension.

• Personalized feedback: Some AI tools can provide feedback 
on pronunciation and fluency when learning a new language, 
which is beneficial for independent practice.

11. Accessibility, Apple, ES.
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• Motivation and engagement: Interaction with voice technolo-
gies can be more engaging for learners, especially younger learn-
ers, motivating them to participate actively in their learning.

• Teaching efficiency: Educators can use voice tools to create ac-
cessible learning materials, such as audiobooks or verbal in-
structions, saving time in lesson preparation and offering dif-
ferent content formats to meet the needs of all learners.

Classcript12

Classcript is an artificial intelligence tool that transcribes and sum-
marizes audio and video content played on a device. The applica-
tion is easy to use and offers a variety of functions, including auto-
matic transcription, automatic summarization and translation. 

Some of the educational possibilities that Classcript allows 
are as follows:

• Audio and video transcription: Classcript can transcribe hours 
of audio or video content into unlimited text, which is inval-
uable for students with hearing disabilities or those who pre-
fer to review study material in written format. The ability to 
choose the language from a list of over 50 languages makes 
this tool accessible to a global audience.

• Accurate transcripts: Classcript’s AI is specifically trained to 
generate highly accurate transcripts. This accuracy ensures 
that students receive an accurate representation of the lecture 
material, which is crucial for learning and concept review.

• Transcript Ssummaries: Besides transcribing, Classcript can 
generate summaries of transcripts highlighting key points, 
important information, and reminders. This can help stu-
dents focus on the most relevant aspects of the material, opti-
mizing study time and improving information retention.

• Integrated chat for consultations: The tool includes an inte-
grated chat that allows users to consult doubts about the class 
and receive instant answers. This feature promotes an interac-
tive and dynamic learning environment where students can 
clarify concepts and further delve into the study material in 
an efficient manner.

12. https://www.classcript.com/

https://www.classcript.com/
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6.4. Discussion and Conclusions
Through technologies and AI, it is possible to evolve in the educa-
tional field and improve the teaching and learning process. Tech-
nologies allow us to adapt didactic activities automatically 
through smartphones, computers, or tablets. Through tools de-
signed for this type of device, the subjects can acquire and develop 
competencies to have a real option of development and access in 
the midst of the technological era. The presence of AI represents 
an increasingly natural alternative for the development of the aca-
demic and professional profile of students, especially for people 
with diversity. The research reviewed highlights the community’s 
awareness of the importance and advantages of knowing about AI 
to include students and future citizens due to the tremendous so-
cial, economic and educational impact of the development of 
these technologies. However, there are difficulties for teachers in 
implementing these tools in the classroom (Biggs, 2023).

Therefore, the great value and interest of AI training to devel-
op digital content and create greater accessibility to this group at 
risk of exclusion is exposed. The acquisition and implementa-
tion of the critical elements to be digitally and technologically 
competent will facilitate the functionality and operability of stu-
dents with diversity in the current environment. The aim is to 
train this group in using technological tools and devices and to 
adapt them to their immediate needs. 

It is essential to design training that reaches the centers of the 
educational communities, based on the recommendations of 
UNESCO (2022), to include a proposal in the different educa-
tional plans of the member countries for its promotion, imple-
mentation and investment. Likewise, in training, it is necessary 
to strengthen the collaborative relationship with non-govern-
mental entities linked to the development of AI technologies, 
enabling greater mastery and practical knowledge for a more in-
clusive society. Finally, it is essential to review and update the 
current educational materials and improve the instructions and 
tools for use in specific protocols.

It is recommended for future research to expand and redo the 
search for tools due to the continuous advancement of technol-
ogy, as well as to implement each device in people with diversity 
to verify their current viability. 
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in higher education institutions. This study addresses the design, implementa-
tion, and evaluation of a chatbot designed to improve inclusive learning in 
university students. This artificial intelligence-based system was implemented 
with undergraduate and postgraduate students in the field of education at 
Universidad Europea de Madrid. To achieve this, an exploratory and descriptive 
study with a mixed-methods approach was conducted. A self-perception ques-
tionnaire was used as a research instrument to evaluate usability, accuracy, 
interaction, utility, and satisfaction criteria, along with gathering qualitative 
feedback. The results revealed highly positive student evaluations of the chat-
bot, consistently surpassing average ratings of 4.2 out of 5. Furthermore, the 
correlation between satisfaction with the chatbot and other questions regard-
ing usability, accuracy, interaction, and utility showed direct and significant 
correlations in all cases. In conclusion, this virtual and conversational assistant 
proves to be a valuable practice in future chatbot designs for enhancing inclu-
sive learning based on Universal Design for Learning.

Keywords: conversational agent, virtual assistant, Universal Design for Learn-
ing, chatbot, higher education.

7.1. Introduction
In recent decades, educational technology has had a significant 
influence on teaching and learning processes (Zorrilla-Puerto 
et al., 2023), as well as for student engagement (Ruiz-Lázaro et al., 
2024). Particularly, artificial intelligence (AI) has emerged as a 
key factor, marking a transformation in the conception of the 
educational process (Jiménez-García et al., 2024; Redondo- 
Duarte et al., 2024). In the context of higher education, its inte-
gration has been driven by the widespread availability of large 
language models (LLM). In this regard, many authors highlight 
the role of educational chatbots in the learning process (Kuhail 
et al., 2023; Wu & You, 2023; Wang et al., 2021; among others).

Conversational assistants in higher education

Chatbots are intelligent systems capable of adapting to individu-
al student needs, offering personalized and contextual interac-
tions, and facilitating student-machine communication (Okonk-
wo & Ade-Ibijola, 2021; Redondo-Duarte et al., 2024). In other 
words, chatbots engage with students through chat or conversa-
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tion, providing automated information and guidance (Baltazar, 
2023). In the context of higher education, these tools stand out 
for their ability to perform various functions, such as administra-
tive, technical, and/or academic guidance, virtual tutoring, and 
personalized conversational academic support.

Recent studies have highlighted the usefulness of chatbots in 
improving academic outcomes, demonstrating enhancements in 
student learning and engagement compared to traditional teach-
ing methods (Kuhail et al., 2023). While they offer benefits such 
as flexibility and accessibility, it is essential to ensure equitable, 
responsible, and ethical implementation, as well as to enhance 
the understanding of human emotions (Pack & Maloney, 2023; 
Tseng & Warschauer, 2023; Yeo, 2023).

Universal Design for Learning for inclusive education 
through AI-based conversational agents

The Universal Design for Learning (hereafter, UDL) has emerged as 
a conceptual model aiming to address inclusivity and student di-
versity (CAST, 2018) through flexible and equitable learning envi-
ronments (Meyer et al., 2014). It also seeks to overcome limitations 
and barriers of traditional educational models by recognizing the 
inherent heterogeneity among students in terms of learning styles, 
skills, and specific needs (Burgstahler, 2015). In this vein, UDL 
stands out as a distinct approach not only focused on adapting ma-
terials and instructional resources but also committed to address-
ing teaching and learning methods, strategies, and various modes 
of educational assessment (Elizondo, 2023). In this context, educa-
tors play a crucial role, as they need to tailor their teaching meth-
ods to the needs of each student (cultural, linguistic, and socioeco-
nomic, among others), taking into consideration potential factors 
that may impact its implementation, such as time constraints and 
the number of students in the classroom (Shahmoradi et al., 2018).

Some natural language processing techniques, such as chat-
bots, emerge with the purpose of providing personalized learn-
ing that caters to the diversity of students. The use of chatbots in 
the educational context presents a significant opportunity for fu-
ture teaching professionals to learn how to apply UDL in their 
daily teaching practices and create inclusive and equitable envi-
ronments tailored to the needs of their students.



114 Artificial Intelligence and Education

For this reason, the overall objective of this study was to as-
sess the self-perception of university students regarding the im-
plementation of a chatbot specifically designed to enhance 
learning linked to UDL. The specific objectives are five:

a) Evaluate the usability of the chatbot in the context of learn-
ing about UDL.

b) Analyze the accuracy of the chatbot in delivering informa-
tion related to the principles of UDL.

c) Investigate the quality of interaction provided by the chatbot 
during the learning process about UDL.

d) Measure the utility of the chatbot as a support tool in under-
standing and applying UDL concepts.

e) Assess the satisfaction of university students regarding the 
implementation of the chatbot to enhance learning about 
UDL.

7.2. Methodology
To conduct this study, an exploratory and descriptive research 
approach with a mixed-methods design was employed.

Participants

The study sample consisted of N=28 undergraduate and post-
graduate students in the field of education at Universidad Euro-
pea de Madrid. The participants were selected from various stag-
es, including both undergraduate and postgraduate levels, to en-
sure diversity in study programs. A total of 82.1% were students 
in the face-to-face Primary Education degree program, specifical-
ly in the Diversity Attention course, whereas 17.9% were post-
graduate students specializing in Educational Guidance, specifi-
cally in the Development, Learning, and Education course.

Strategies and instruments

To achieve the study’s objective, a self-perception instrument 
was applied, specifically designed with a total of 8 items on a 
Likert scale ranging from 0 to 5 (where 0 indicates totally disa-
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gree and 5 indicates totally agree). The instrument evaluates five 
dimensions: usability, accuracy, interaction, utility, and student 
satisfaction with the chatbot. Additionally, this scale was com-
plemented with other questions related to general dimensions to 
provide additional information and qualitative feedback, aiming 
to gather more detailed perceptions about the student experi-
ence.

Chatbot design

The chatbot was developed using advanced natural language 
processing and machine learning technologies. An intuitive chat 
interface was designed to allow students to interact naturally 
with the chatbot. The content was structured to address the fun-
damental principles of UDL, providing clear information and 
relevant examples. Interactive features, such as adaptive ques-
tions and answers, were implemented to personalize the learn-
ing experience based on individual student responses and needs. 

Figure 7.1. General architecture of the system. Source: developed by autor.

Chatbot implementation

The use of the Chatbot was integrated into specific teaching re-
lated to UDL, where students could access it as an additional 
tool to enhance their understanding and application of concepts 
taught in class.
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The process began with a brief introduction to the chatbot 
and guidance on how to access and use the tool. The participants 
were given a defined period to interact with the chatbot and ex-
plore its functions, which comprised two class sessions. Below 
are several examples of interaction with the chatbot:

Figure 7.2. Interaction Example 1 with the chatbot on UDL. Source: developed by 
autor.

Figure 7.3. Interaction Example 2 with the chatbot on UDL. Source: developed by 
autor.
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Chatbot evaluation

The study was conducted using a non-random convenience sam-
pling approach. Students from in-person undergraduate and 
semi-presential postgraduate programs at Universidad Europea 
de Madrid were selected, specifically those who were part of the 
classes where the researchers taught. An invitation to participate 
in the research was sent, providing a detailed explanation of the 
study’s objectives and the role of the chatbot designed to en-
hance learning about UDL. Participation was entirely voluntary, 
and informed consent was obtained from each student before 
their inclusion in the study, ensuring data anonymity.

Subsequently, structured questionnaires were administered to 
gather data on the perceived usability, accuracy, interaction, utili-
ty, and satisfaction of students regarding the chatbot. Additionally, 
demographic data were collected for descriptive and exploratory 
analyses.2

7.3. Results
Descriptive results

All evaluations provided by students regarding the chatbot were 
highly positive (Table 7.1), consistently surpassing the threshold 
of 4.2 out of 5 in all cases. The utility of the chatbot stood out 
with the highest average rating, reaching 4.75/5, demonstrating 
its effectiveness and relevance for students. Similarly, the usabil-
ity of the chatbot was highlighted, achieving an average score of 
4.68/5, emphasizing its user-friendly nature. In the interaction 
dimension, students perceived the chatbot’s ability to under-
stand their questions satisfactorily, giving it an average score of 
4.54/5. In terms of overall satisfaction, the participants expressed 
a high level of contentment, with an average score of 4.54. 

These results indicate that the chatbot was not only perceived 
as useful and efficient but also generated a satisfactory experi-
ence for the students. 

2. Bellow is the link to the questionnaire.

https://docs.google.com/forms/d/e/1FAIpQLScE30bSK4DeG5YvzgTI0oWkWkVs7ajwbOZkMyd80ys9oJ9vGQ/viewform
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Table 7.1. Descriptive results of the ad hoc self-perception instrument

DIMENSION ITEMS MEAN ST

Usability Usability1: State whether you found the chatbot easy to use.
Usability2: Were you able to resolve your doubts quickly and effi-
ciently?

4.68
4.43

0.61
0.74

Accuracy Accuracy1: Were the responses provided by the chatbot accurate?
Accuracy2: Did you find the information you were looking for?

4.21
4.29

0.63
0.90

Interaction Interaction1: Did the chatbot understand your questions correctly? 4.54 0.79

Utility Utility1: State whether you found the chatbot useful. 4.75 0.52

Satisfaction Satisfaction1: How satisfactory was your experience with the chatbot?
Satisfaction2: Did the chatbot help you resolve your doubts, un-
derstand information better, or prepare for any assessments?

4.54

4.36

0.58

0.63

Source: developed by autor.

Other results based on the usability, accuracy, 
interaction, and utility of the chatbot

The result of the remaining questions posed to the students 
about usability (Figure 7.4) shows that 86% of the students took 
less than 5 minutes; on the other hand, 61% indicated that the 
chatbot was accessible from the PC.

Regarding accuracy and interaction (Figure 7.5), 93% of the 
participants stated that there were no incorrect or confusing re-
sponses, reflecting highly positive outcomes in terms of accura-
cy. As for interaction, once again, the results were highly satis-
factory, with 68% of students indicating that the chatbot ade-
quately informed them if it could not understand or answer their 
question.
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Figure 7.4. Other questions about usability.  
Source: developed by author using Jamovi 2.4. software.

Figure 7.5. Other questions about accuracy and interaction.  
Source: developed by author using Jamovi 2.4. software.
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Regarding the questions Utility2: Do you consider the chat-
bot useful from an educational perspective? And Satisfaction3: 
would you like to have a chatbot trained to assist you with all 
the subjects you are studying? 100% of the students answered 
yes.

Results based on chatbot satisfaction

Below are the results of the correlation between satisfaction with 
the chatbot experience and the rest of the questions. The results 
of the correlation analyses (see Figure 7.6) show direct and sig-
nificant correlations in all cases (p = 0.05), indicating that higher 
satisfaction with the chatbot is associated with higher ratings 
from students in terms of usability, accuracy, interaction, and 
usefulness.

In terms of the intensity of the relationship, it is moderate in 
all cases, with the correlations between Satisfaction1 and Accu-
racy2 (r = 0.644) standing out more prominently. This means 
that, as satisfaction with the experience increases, so does the as-
sessment of finding the sought information. The same holds true 
for Satisfaction1 and Utility1 (r = 0.644), indicating that, as sat-
isfaction with the experience increases, the evaluation of the 
chatbot’s utility also increases.

Figure 7.6. Correlations analysis. Source: developed by author using JASP 0.18.1.0 
software.
Note. p < .05, ** p < .01, *** p < .001
Spearman’s correlation coefficient: r = 0 no correlation; r < 0.2 very weak correlation; 
r between │0.20│and│0.40│weak correlation; r between │0.40│and│0.70│moderate 
correlation; r between │0.70│and│0.90│strong correlation; r >│0.90│very strong cor-
relation; r = 1 perfect correlation.
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7.4. Conclusions and Discussion
The use of virtual assistants is becoming increasingly common in 
higher education institutions. In this context, chatbots engage 
with students through chat or conversation, providing informa-
tion and advice in an automated manner. This study addresses 
the design, implementation, and evaluation of a chatbot de-
signed to enhance inclusive learning in university students. The 
overall objective of this study was to assess the self-perception of 
university students regarding the implementation of a chatbot 
specifically designed to enhance learning linked to UDL. The fol-
lowing are the conclusions of the study.

Firstly, regarding the usability of the chatbot in the context of 
learning about UDL, a positive reception from students was evi-
dent. The interface and navigation of the chatbot were rated as 
intuitive, facilitating interaction and access to information related 
to UDL. This finding suggests that the implementation of virtual 
assistants can contribute to improving accessibility and the user 
experience in educational environments since, as noted by Beni-
to-Sánchez (2023), the implementation of virtual assistants can 
mitigate accessibility barriers and diversify learning strategies. 
Furthermore, the chatbot’s ability to adapt to individual needs, as 
mentioned by Mateos (2023), demonstrates the potential for per-
sonalization in education, aligning with the principles of UDL.

Secondly, regarding the accuracy of the chatbot in delivering 
information related to the principles of UDL, the results indicate 
that the chatbot proved to be accurate and reliable in conveying 
key concepts. This aspect is crucial to ensure that the provided 
information is educationally sound, thereby supporting the chat-
bot’s effectiveness as a reliable learning resource. The accuracy 
and reliability of this tool in delivering information align with 
the research of Gauna-Ferraz et al. (2024), who emphasize the 
importance of accuracy in AI-based educational interactions. On 
the other hand, the observed smooth interaction supports the 
conclusions of Villavicencio et al. (2021) regarding the enhance-
ment of user experience through natural conversation systems.

Thirdly, concerning the quality of the interaction provided by 
the chatbot during the learning process about UDL, a smooth 
and contextualized communication was observed. Therefore, in 
line with studies such as Okonkwo & Ade-Ibijola (2021) and 
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Redondo-Duarte et al. (2024), it is affirmed that the chatbot’s 
ability to adapt to the individual needs of students can provide 
personalized responses that enhance a more enriching and inter-
active learning experience.

Fourthly, regarding the utility of the chatbot as a support tool 
in understanding and applying UDL concepts, the results re-
vealed that students perceived the chatbot as a complementary 
tool. Its ability to provide clear explanations, specific examples, 
and additional resources significantly contributed to the effec-
tive understanding and application of UDL principles. In terms 
of utility, the positive perception of students reinforces the find-
ings of Cruz et al. (2021), who argue that the perceived utility of 
technology is essential for its adoption and effectiveness in the 
educational domain.

Fifthly, university student satisfaction regarding the imple-
mentation of the chatbot to enhance learning about UDL is no-
tably positive. The majority of students expressed satisfaction 
with the experience, emphasizing the convenience, availability, 
and additional support provided by the chatbot in their learning 
process.

In conclusion, the virtual chatbot designed, implemented, 
and evaluated for educational purposes on UDL is not only ca-
pable of providing information and/or answers to questions ef-
ficiently but can also automate tasks and offer personalized ad-
vice and guidance. Therefore, this chatbot directly contributes to 
the creation of more inclusive and accessible learning environ-
ments. Its ability to simulate human conversation not only en-
hances the student experience but also provides a versatile tool 
for educational support, enabling the application of personal-
ized strategies aligned with the fundamental principles of UDL. 
In this regard, the strategic integration of chatbots in educational 
environments cannot only improve communication efficiency 
but also enrich the learning experience through adaptability and 
personalization, which are essential aspects of UDL.

Regarding the limitations of the study, self-perception can be 
influenced by various factors, including participants’ prior ex-
pectations and their level of familiarity with similar technolo-
gies. Additionally, the sample may not fully represent the diver-
sity of students in university settings and was not randomly se-
lected. Future research could address this limitation by including 
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more diverse samples and combining quantitative and qualita-
tive data to gain a more comprehensive understanding of the 
student experience. Moreover, as a research prospect, there is a 
need to implement its use among other university students, as 
well as external users.

This study highlights the feasibility and benefits of integrating 
chatbots in higher education, supporting both accessibility and 
the effectiveness of inclusive learning, in line with the principles 
of UDL.
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Abstract
One of the most important sociological phenomena in the current panorama is 
Artificial Intelligence (AI). In the near future, the application of this type of 
technology is expected to revolutionize different social sectors, such as health, 
marketing, industry, communication, etc. Inevitably, this will prompt changes 
in certain social structures. A recent response to this has been the outlining of 
the first European AI law, which will come into force in 2026 to regulate dif-
ferent social challenges. The educational sector will also need to adapt to face 
the social changes brought about by AI. In this chapter we focus on the poten-
tial and/or limitations that chatbots have for the educational community and 
how these are geared towards the self-regulation of learning. The application 
of these types of programmes, based on AI, is slowly being incorporated into 
the educational system as a very useful tool, but it also poses certain chal-
lenges to the system.
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8.1. Introduction
In the academic world, Artificial Intelligence offers significant 
benefits in efficiency in relation to administration, teaching and 
especially research tasks. AI can handle large amounts of data 
(Big Data), which makes knowledge in the field of research easi-
er to interpret, analyse, correlate and be accessible to a larger per-
centage of the population. The different AI applications, pro-
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grams or assistants that are being introduced in primary and sec-
ondary education today take three different forms: 1) intelligent 
conversational software agents (chatbot); 2) the creation of on-
line platforms for self-learning; and 3) the use of educational ro-
botics. Chatbots have proved to be very useful when tutoring 
students; they are capable of answering and addressing questions 
and adapting to the student’s learning. During the COVID-19 
pandemic, the creation and use of online platforms was widely 
adopted, creating very efficient learning spaces. In this scenario, 
educational robots can be useful when carrying out collaborative 
learning, developing practical cases in a fun and more entertain-
ing way (Moreno, 2019, p.263-265).

The possibilities that AI offers as a methodological resource 
look very promising in the field of educational. This is reflected 
in one of the objectives set out in the latest Spanish education 
law, Organic Law 3/2020, of December 29, to adapt the educa-
tional system to the challenges of the 21st century, which in-
cludes the use of AI.

A rigorous and scientific analysis of the social and economic 
impact of AI in education is therefore necessary in order to ad-
dress the challenges and risks faced by the educational system as 
a consequence of the new scenarios derived from the develop-
ment of AI. In this discussion, the analysis focuses on chatbot 
programs applied to education. 

8.2. Society, Artificial Intelligence and Education
We currently find ourselves, through our growing knowledge of 
AI, at the gates of a new technological revolution that will expo-
nentially change all areas of the lives of individuals and society. 
Opinions range from the most optimistic to the most pessimis-
tic, from a future free of cares to one of the loss of free will, with 
humans being under the control of machines and robots. We 
lurch from hope to despair, and back again. In a scenario where 
we have seen the potential power of Information Technology, we 
still lack all the information to make a safe and accurate diagno-
sis. Thus, while our quest for knowledge and our adaptability 
pushes us to embrace the future, our anxieties and concerns make 
us hesitant.
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Since the middle of the last century, progress has been made 
in the development of new technologies, and this has been ac-
companied by the theorization of what could happen in the indi-
vidual, collective, productive, economic, environmental, educa-
tional, and health spheres, to name a few. The field of social sci-
ences defined the new emerging society as the information and 
communication society. Other definitions followed suit: knowl-
edge society (Bell, 1976), network society (Castells, 1999), risk 
society (Beck, 1998) and liquid society (Bauman, 1999). Never-
theless, the one thing that united all these theories and research 
was the important role that knowledge and its influence on in-
formation and communication would play in the future. This led 
to the question, yet again, of who would control this knowledge 
and how it would be used in everything related to digitalization, 
globalization, production methods and the future of science.

Although the development of these new technologies came 
from those who had economic power rather than political pow-
er, it was soon clear that individuals and social groups could col-
laborate in the construction of this new reality, possibly leading 
to an even greater democratic participation in decision-making. 
However, the onset of the new century saw the rapid growth of 
technological innovations and their application in all spheres of 
life, and this increased the uncertainty and anxiety in the minds 
of individuals and institutions. This has been further exacerbat-
ed by the current global crisis in areas as fundamental as politics, 
the environment, the economy, social inequalities, health epi-
demics, war conflicts, communication networks, education, and 
new types of disinformation. In other words, we find ourselves 
in a panorama of instability, of continuous, persistent change. In 
addition to this, there are enormous advances being made in the 
field of genetics, nanotechnology and robotics (Ray Kurzweil), 
all of which means that the use of AI in a global context poses, at 
the very least, a source of concern. This evident revolution, which 
is no longer so latent, must be contemplated as a sudden inter-
ruption of the historical continuum, a rupture of the existing so-
cial and economic order, from what has been a progressive con-
ception of history.

Recently, faced with this rapid and immense revolution in AI 
and the systemic risk it presents, state and interstate govern-
ments, under a degree of sociopolitical and economic pressure, 
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have taken the first steps towards managing this risk by estab-
lishing legislative processes to ensure that those at the core of 
this revolution are not large multinational economic groups 
whose partiality and exploitation of social and individual con-
trol is primarily for economic gain. To manage this risk, the role 
of civil society, the media and education is extremely important.

In this new emerging society, in which wide-ranging changes 
are already occurring at an unprecedented rate, where AI will oc-
cupy a prominent place, education is a key tool to define not 
only how society should be configured, but who can access these 
new technologies, under what conditions, when and how. Train-
ing, learning, and improving the skills of citizens and workers 
for current and future times is an essential requisite. Since the 
current mode of intervention in political decision-making is 
strongly related to the existing education model, it is appropriate 
to analyze the interrelationship between AI and education. That 
is the focus of this chapter.

As a reference framework for education, we refer to the 2030 
Sustainable Development Agenda, approved by the United Na-
tions (UN) in 2015, whose Sustainable Development Goal 
(SDG) number 4 is the following: ‘Ensure inclusive, equitable 
and quality education and promote lifelong learning opportuni-
ties for all’. For consideration in line with this objective is the 
UNESCO requirement of a human-centerd approach to AI, 
where the objective is to “include the role played by AI in solv-
ing current inequalities in terms of access to knowledge, research 
and the diversity of cultural expressions, and ensure that AI does 
not widen the technological gap within and between countries” 
(UNESCO, 2023).

With this in mind, UNESCO prepared educational material 
(UNESCO, 2021) aimed at promoting the training of those re-
sponsible for formulating educational policies related to AI, in 
order to promote shared understanding of the opportunities and 
challenges that AI provides in the field of education. The docu-
ment is a guide on how to proceed in the face of the influence of 
AI in education, how to improve education and what to do to 
achieve SDG 4, highlighting, above all, the role of AI in its ethi-
cal, inclusive and equitable role, the improvement of teaching 
and learning through AI, and the coexistence of individuals with 
new emerging educational trends.
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8.3. Artificial Intelligence: A Brief Historical, 
Conceptual and Normative Contextualization

Historical contextualization

The genesis of Artificial Intelligence can be pinpointed as com-
ing from the work of the American neuroscientists McCulloch 
and Pittis (1943). These scientists created the first neural calcula-
tion model with which they tried to imitate the behaviour of the 
brain’s neurons. Years later, Alan Turing (1950) published a pa-
per under the title “Computing Machinery and Intelligence”, in 
which he raised the question of whether machines could think, 
which gave rise to the Turing test (a tool to evaluate whether a 
machine has intelligent behaviour). Subsequently, in 1956, a 
group of scientists from the fields of computer science and neu-
ral networks met at Dartmouth College with the aim of present-
ing various projects related to games and reasoning programs. 
Very little came out of that meeting, except for the origin of the 
term Artificial Intelligence, a concept coined by John McCarthy 
(1956) to name this new line of research, which was an inde-
pendent and specific field within computing. MacCarthy, as in-
dicated in the Recovery, Transformation and Resilience Plan 
(2023) of the Spanish Government, defined AI as “the science 
and engineering of making intelligent machines, especially intel-
ligent computer programs” (para. 10).

In the 1960s, there was a hiatus in the development of this 
technology due to its elevated cost, which meant it was only fea-
sible in large research centres. An important milestone in this 
decade was the creation of the programs Logical Theory and 
General Problem Solver (GPS), both developed by the Ameri-
cans Newell and Herbert (1972), and which were used for the 
resolution of mathematical theorems and problems in general. 
According to Pertusa (2023), the 1970s and 1980s were decades 
in which AI made great progress, especially in the workplace. 
Many companies, through this technology, saw how they could 
improve efficiency and effectiveness ratios in their workers, so 
the implementation of this technology gradually spread over the 
decades that followed. Starting in the 1980s and 1990s, large 
computer programs were at a much more advanced stage in 
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terms of information processing capacity; the algorithms were 
increasingly more complex, had the capacity for autonomous 
learning, and were designed for decision-making. Implementa-
tion of these computer programs experienced a boom in the sec-
tors of medicine and business management. Over the last twenty 
years, progress has focused on robots. These machines are capa-
ble of interacting with the physical world; they can maintain 
contact with humans through language, develop learning tech-
niques, and manage large amounts of data. In the current dec-
ade, AI is expected to continue evolving, with greater implemen-
tation in all sectors of society, such as medicine, robotics, au-
tonomous driving and learning. We are at a complex moment in 
time in light of all the sectors affected and the uncertainty gener-
ated by AI, especially in the world of work, where it is feared that 
many jobs will disappear. We are facing what some refer to as 
the fourth industrial revolution. In the future, according to Arbe-
láez (2021), AI will be able to introduce specific approaches 
such as symbolic AI and machine learning. By imitating human 
thinking, symbolic AI uses algorithms to solve real-world prob-
lems and specific situations, while machine learning, through 
mathematical models, can handle large amounts of data, create 
classifications and provide results. Both approaches are impor-
tant for natural language development and future AI programs.

These complex machines can learn and adapt as they interact 
with the environment. As sociologist Edgar Morin stated (El País, 
January 28, 2024), “technology progresses, thinking regresses.”

Concept of Artificial Intelligence

Artificial Intelligence aims to imitate human intelligence in its 
ability to communicate, think, react and even reason. According 
to the dictionary of the Royal Spanish Academy (2023), it is a 
“scientific discipline that deals with creating computer programs 
that execute operations comparable to those carried out by the 
human mind, such as learning or logical reasoning.” Authors on 
the subject of AI put forward varying definitions of this technol-
ogy. The different versions that exist usually refer to rationality 
or human behaviour regarding the efficiency of this technology. 

To contextualize the concept, we can cite a few of the many 
definitions. Alluding to the creators of this discipline, AI could 



1338. Society and Artificial Intelligence: Chatbots in the Educational Process

be defined as “the use of computer programs and programming 
techniques to shed light on the principles of intelligence, and on 
human intelligence in particular (Boden, 1984, p. 28). Alterna-
tively, a less specific definition would be “a set of techniques, al-
gorithms and tools that allow us to solve problems for which, a 
priori, a certain degree of intelligence is necessary, in the sense 
that they are “problems that challenge even the human brain” 
(García, 2012, p.5). We also have the definition put forward by 
the Ministry of Science, Innovation and Universities of Spain 
(2019) that “Artificial Intelligence can be understood as the sci-
ence and engineering that allows us to design and program ma-
chines capable of carrying out tasks that require intelligence to 
be completed” (para. 12).

Given these definitions, and especially considering the chal-
lenges that this technology poses on the global scene, “sociolo-
gists will have an essential role in this. At the moment, computer 
programs imitate a human mind, as if they were individual and 
autonomous minds, but the human mind is basically social” 
(Collins, 2009, p.188). If we want robots to be more like hu-
mans, we must take into account the social dimension. In other 
words, our social interaction with others, our thinking, our emo-
tions, and our intelligence depend on the social relationships we 
engage in. 

Regulatory framework for Artificial Intelligence

One of the main issues on the agenda of Western leaders is the 
advancement, investment and progress of this technology and, 
consequently, there is concern as to how to ensure it is regulated. 
Industry and large companies that use technology want to delay 
its regulation for as long as possible, since, with no ethical and 
moral limits, they can take advantage of this legal loophole.

On December 11, a draft of the first European regulation on 
Artificial Intelligence was established by the Presidency of the 
European Parliament and the European Council. The Govern-
ment of Spain, on its electronic administration portal, indicates 
that the main objective of this draft is that all programs market-
ed in European territory must respect fundamental human rights 
and European values; otherwise they will be prohibited. This 
provisional agreement currently forbids “cognitive-behavioral 
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manipulation, non-selective removal of facial images from the 
Internet or CCTV images, emotion recognition in the workplace 
and in educational institutions, social scoring, biometric catego-
rization for inferring sensitive data, such as sexual orientation or 
religious beliefs, and some cases of predictive policing for indi-
viduals” (para. 14).

8.4. Attitudes and Perceptions towards the Use 
of Artificial Intelligence in the Classroom

It is clear that the incorporation of Artificial Intelligence in edu-
cation calls for pedagogical models to change and adapt. Chang-
es are being implemented gradually, but in the immediate fu-
ture, teaching-learning methods at a global level need to under-
go an educational revolution. Let us now look more closely at 
attitudes and perceptions regarding this technology, especially 
those of teachers, by reviewing a set of recent studies.

One of these studies is the latest Ipsos Global Education Mon-
itor (2023), which analyses the latest advances in the objectives 
set by the European Union in terms of education. This report in-
cludes a country comparison, key education indicators and infor-
mation on recent and ongoing policy developments at all educa-
tional levels in EU countries. A survey was carried out in 2023, in 
29 countries, with a sample of 23,248 adults across Asia, North 
America, Latin America and Europe. The report concludes that 
teachers´ attitudes towards the use of AI are generally positive, 
but not equally so in all countries. One in five thinks that it will 
have a negative result on students. Curiously, among the coun-
tries that think that this effect will be more negative than positive 
are countries such as Canada, France, Italy and the United States. 
Moreover, the report states that, in most countries, one in three 
thinks that AI should not be banned in schools. Regarding teach-
er training, in general terms, more than 65% think that teacher 
training is necessary; in Spain, 62% consider it essential.

Another report that also provides interesting data in this re-
gard is the one carried out by the research institute of the tech-
nology consultancy Capgemini (2023), which surveyed teachers, 
family members and students, with a sample of 7,200 respond-
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ents across Asia, Europe and North America. In this report, a sig-
nificant number of teachers were concerned about the ChatGPT 
program, with 48% of them having either banned it in the class-
room or restricted it for specific activities, since they believed 
that creativity and writing could be affected. Despite this percep-
tion towards this program, the majority of people surveyed ap-
prove the benefits of AI programs in general and consider that 
study and evaluation plans need to be adapted to this technolo-
gy; 85% believe that education in digital skills is beneficial for 
the future of students and that the positive consequences out-
weigh the risks.

8.5. Chatbots as a Methodological 
Resource in Learning

What are chatbots?

Among the AI programs being developed in the 1960s was the 
so-called ELISA program in the United States, in 1966. This pro-
gram was the origin of chatbots, and aimed to give the impres-
sion that a person was talking to another person instead of to a 
machine. Chatbots continued to be developed with limited suc-
cess, until the beginning of the new millennium with the arrival 
of Smarter Child, where communication could be maintained in 
a colloquial style using natural language. This program made its 
foray into platforms like Messenger and was very successful until 
2007, when a problem with the patent and a buyout by Micro-
soft made it disappear. Since then, other types of assistants have 
come into our lives, such as Siri, Google Assistant, Alexa, etc.

When defining chatbots, authors express varying views; some 
differentiate them from virtual assistants and others view them as 
the same and interchangeable. What authors do agree on is that 
the differences are rather technical, thus, for us non-experts, we 
will consider Chatbots and virtual assistants as the same thing.

We could say that a chatbot is an assistant or conversation 
program between a person and a machine: “chatbots are pro-
grams that can interact with users using natural language. They 
are virtual assistants capable of establishing a dialogue between 
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a computer and a human, either by writing text or using their 
voice” (Dimitriadis, 2020, p.47).

They act by giving responses that have been programmed or 
structured in advance. In the most complex ones, mathematical 
models are used, such as algorithms, which make these ma-
chines learn automatically, and they can interact with humans 
by processing natural language.

Chatbots in education

Since the COVID-19 pandemic, there has been a boom in learn-
ing platforms, and especially chatbots. The pandemic has been 
an important milestone in the development and use of chatbots 
by students, teachers and families. People discovered the bene-
fits of these programs, where anyone could connect and resolve 
problems from anywhere in the world and at any time, without 
the need for a teacher to be present.

Chatbots develop different educational functions. On the one 
hand, there are those that offer administrative assistance and 
guidance in the educational and academic field and, on the oth-
er hand, those that focus on learning and teaching, through 
which tutorials can be delivered, exercises presented and activi-
ties completed to achieve the pedagogical objectives through a 
very efficient interactive role.

The following examples are among the most used Chatbots 
aimed at pedagogical work. Firstly, virtual assistants (these an-
swer questions and help to learn) are among the most used: Du-
olingo is popular for learning languages and grammar, adapting 
to the student’s level; and Mathbot is used for learning mathe-
matics, with each problem being explained step by step to facili-
tate understanding of the process. Secondly, there are intelligent 
tutoring system programs (these analyze the student’s evolution, 
identifying the tasks in which the student needs to improve, and 
adapting the content to meet this need). Among the most popu-
lar systems are the programs Dreambox Learning and Thinkster 
Math, which are both used in the subject of mathematics and 
follow the student’s evolution, adapting the contents and expla-
nations to his/her level, and clarifying doubts along the way. 
Lastly, there are adaptive learning platforms (these enable the 
creation of personalized content for each student based on his/
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her needs), such as Smart Sparrow, which allows teachers to per-
sonalize teaching experiences at different levels and to meet the 
different needs of their students.

A teacher´s choice of chatbot will depend on the specific skills 
he/she is looking to teach, as well as the methodology to be used 
in learning. In summary, from the presented examples of these 
programs, and depending on the task being performed or the 
pedagogical objective for which each activity is intended, chat-
bots can be framed or classified within the following four as-
pects: 1) learning; 2) resolution of problems or doubts, both ad-
ministrative and teaching; 3) tutoring; and 4) adaptive or indi-
vidualized content.

Some authors propose a broader classification, classifying 
chatbots according to: administrative or management tasks; fre-
quent questions; student support; motivation; practice of skills 
and abilities; simulations; reflection and metacognition; and 
learning evaluation (Brustenga et al., 2018, p.19). What is evi-
dent is that this technology has many adaptive capabilities in the 
field of teaching and learning.

8.6. Advantages and Challenges of 
Chatbots in the Educational System

According to studies carried out regarding chatbots in the field of 
education, the results are very positive; “the objectives of chat-
bots in education can be described by one of the following cate-
gories: improvement of skills, efficiency of education and moti-
vation of students” (Wollny et al., 2021, p.7). In general, stu-
dents are more comfortable and motivated using technology; 
today’s students were born in the technological era and their so-
cialisation with these types of programs, video games, etc., is 
part of the norm. They feel much more comfortable talking to a 
machine which does not control them and does not make value 
judgments, where the relationship is more one-to-one. Even the 
visual format can be very attractive, which encourages students 
to express themselves with greater freedom. Another important 
aspect is the personalization of learning. By adjusting to the pace 
of learning of each student, these programs are invaluable in 
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tackling school failure. They are particularly important in sup-
porting children with various disabilities, who struggle to learn 
in the classroom, by enabling them to continue at the same pace 
as the class. Interactive learning, therefore, encourages students 
to make their own decisions about their own learning, increases 
their self-perception and reinforces their confidence. The self-
regulation of learning has a lot to do with the socio-constructiv-
ist theory, which points to the student as the main author of his/
her knowledge and learning; the student has to be able to learn 
and solve problems and situations on his/her own, with the role 
of the teacher as a guide and mentor. In meetings to adapt uni-
versity studies to the Bologna Plan, those present welcomed this 
form of learning, valuing it highly. Learning by competencies 
has also been incorporated into primary and secondary educa-
tion and, therefore, chatbots offer an enriching tool to learn and 
work by competencies. Having the ability to organize one’s own 
learning is considered one of the basic competencies in the 
learning process and has therefore become a relevant competen-
cy within the framework of the current strategies of the European 
Union (2018).

There are authors, such as Zimmerman (2008), who consider 
the self-regulation process as an open process consisting of three 
phases. The first phase is the planning phase, where the activity 
to be carried out is firstly organized, driven by the desired out-
come, the reason for doing the task, etc., which are factors that 
promote student motivation. The second phase covers self-con-
trol, self-organization, and self-learning. The third phase is the 
assessment of the work learned and an analysis of strategies for 
the next activity.

The majority of studies on the advantages of chatbots focus 
on students, especially on knowing their perception of this tech-
nology and evaluating their academic results from its use. How-
ever, the role of teachers has been less studied. One of the advan-
tages for teachers, achieved through the use of technology, is that 
they no longer need to be the owners of knowledge, since there 
is an entire virtual world of knowledge where books are no long-
er the tool for learning. Teachers can direct students as to where 
to go for the answers. The teacher´s role becomes one of helping 
students develop critical, personal, emotional and intellectual 
analysis skills, using technological tools. With this shift away 
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from the traditional method of transmitting knowledge, the 
teacher can focus on other issues related to the learning process.

One of the disadvantages of this technology is that programs 
are usually created by large companies, and this means that they 
often do not meet the proposed learning objectives. To better 
understand the educational needs, there must be greater collabo-
ration between teachers and the companies that create these ed-
ucational tools. There are very few chatbots available that have 
been created by teachers. Many teachers lack the skills required 
to manage the complexity of the programs, and need to be of-
fered training. Likewise, teachers need to be involved more di-
rectly with companies in the preparation of teaching guides and 
their objectives. These teaching programs can be adapted to meet 
the needs of individual students, which is one of the benefits of 
using these programs, but this is beyond the scope of most teach-
ers, and collaboration is required between educational agents 
and companies or publishers.

Another disadvantage is that the technology, content and ac-
tivities are not well-adapted to students with disabilities, thus 
this area needs more attention, particularly to help teachers work 
with families in a more fluid and communicative way, partici-
pating in the learning process through chatbots. One of the vari-
ables that appear in the Pisa reports is the importance of family 
involvement in the educational development of the student. 
There are several studies that support the idea that the greater the 
degree of participation of families in the learning centres, the 
better the students´ academic results. Among some examples are 
the Rimkeby School in Stockholm, or the studies carried out at 
Harvard University, where they have a specific line of communi-
cation between family and education. Chatbots could further 
promote communication and facilitate tutoring between fami-
lies and teachers.

The authors Okonkwo and Ade-Ibijola (2021) identify possi-
ble issues that will need to be addressed. Firstly, there is the ethi-
cal issue: What is going to happen to our privacy? Where is our 
data going to go from conversations? Secondly, how is this tech-
nology going to be evaluated? These authors point out that, at 
the moment, we have few tools for this task. Thirdly, there may 
be negative effects regarding the student’s attitude when imple-
menting this tool. Lastly, investment is needed in programming 
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the appropriate responses of the human language, and having 
the adequate time and resources to carry out each of the appro-
priate adaptations of the programs.

It is evident that the role of teachers is going to change, and 
this poses a new challenge in the generation of learning situa-
tions, which will require a review of the study plans of the Facul-
ties of Education Sciences and of course a radical change in the 
education system. Society is changing and teacher training has to 
change to be in line with the new social realities. For this to hap-
pen, a greater investment in technological resources and training 
is needed. Let’s hope we are not too late.

8.7. Conclusion
It is evident that AI is part of our lives and its development and 
implementation in the immediate future is unstoppable. The 
educational system is not blind to this; for some years now, edu-
cational processes have been carried out through platforms and 
conversational assistants such as chatbots.

Chatbots designed with pedagogical approaches in line with 
educational needs and projects are an invaluable tool that has 
achieved very good academic results for both students and teach-
ers. These pedagogical approaches have to be based on theoreti-
cal models, such as the socio-constructivist theory.

We must continue our research into chatbots, creating new 
chatbots that can offer a more individualized approach to learn-
ing, particularly for students with disabilities. Further studies are 
also needed on how to involve the family as a member of the 
school community in accessing these chatbots.

The school community (teachers, students and family) must 
be involved in the development of these programs or assistants; 
they must be part of the design, development, and implementa-
tion and evaluation process. Most programs are led by technolo-
gy companies, often ignoring the teaching needs. These compa-
nies pay more attention to general content of the subjects than 
to competencies and pedagogical foundations. Understanding 
the needs of the students who will be using these assistants is es-
sential. To this end, joint collaboration is necessary. Despite all 
the possibilities and potential of these programs, chatbots are 
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still mainly used in subjects related to science and language 
learning, with an obvious gap in social sciences.

One of the great challenges posed by these assistants is the 
training of teachers, and the new role they face within the teach-
ing-learning process in a society where knowledge is no longer 
only in the hands of teachers. Teachers need to adapt their role, 
putting the teaching focus on imparting values and a critical 
view of the world around us.

In order to meet the objectives, set by the Spanish Govern-
ment in this regard, and by the rest of the countries of the Euro-
pean Union, further investment in education is required. Not all 
students have the same resources to access technologies, and our 
education system, although it is adapting, is doing so very slowly.

In line with the development of AI, which is occurring at a 
rapid pace, there has to be the development of legal guidelines. 
The European Union needs to regulate more efficiently the ethi-
cal aspects that we are facing today. This is even more important 
when we consider that the education sphere affects our young 
population, and failure to manage this effectively can have com-
plex consequences for the future.
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approach, we developed AI-mediated propositions aimed at maximizing the 
efficacy and efficiency of educational accompaniment. The experts proposed 
the creation of an adaptive virtual learning environment (AI-RISTOTLE), based 
on local AI, that respects the ethical principles and integrates accompaniment 
functionalities. Moreover, the experts agreed that this environment should 
make use of the potential of AI to include tools that critically reflect personal 
and sociocultural identity, improve family participation, offer social and emo-
tional support, provide adequate feedback including metacognitive elements, 
and develop the digital competence of the students. 

Keywords: Artificial Intelligence, tutoring, Low-SES, Primary Education, ex-
perts, design thinking.

9.1. Introduction
In the last decades, we have witnessed an increase of socioeco-
nomic inequalities worldwide (Blanchet & Martínez-Toledano, 
2023; OECD, 2011; Seguino et al., 2013). In Spain, by the end 
of 2022, the risk of poverty reached a general rate of 20.4% (9.6 
million people), which was 32.2% in the child and adolescent 
population (Canals et al., 2023). Currently, poverty and social 
exclusion derive from job insecurity, academic deficiency and 
the fragility of social and family networks (Subirats, 2004), as 
well as from more recent challenges, such as the housing crisis 
and the digital divide (Malgesini, 2021).

Early School Dropout (hereinafter, ESD) is interpreted as an 
indicator of the inefficacy of education systems (Bernardo et al., 
2020), and it is an important predictor of the risk of youth pov-
erty. Despite the improvement experienced in the last years, in 
Spain, the rate of ESD continues to be especially high, with 
13.9% in the year 2022 (vs the average ESD of 9.6% in EU-27). 
Furthermore, the ESD rates are unequally distributed, being es-
pecially high among men (16.5%) and in some autonomous 
communities (above 19%) (Spanish Ministry of Education and 
Vocational Training, 2023). Likewise, this phenomenon is much 
more pronounced in the socioeconomically disadvantaged pop-
ulation and in areas with social transformation needs, where it 
generates adverse consequences at the individual level (e.g., illit-
eracy, unemployment, social insecurity, job insecurity, lack of 
hygiene and healthiness, etc.) and at the social level (e.g., econo-
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my, sustainability, social cohesion, wellbeing, security, etc.), 
thus contributing to the reproduction of the extant inequalities 
in society (González-Rodríguez et al., 2019).

The European Commission and the Organization for Eco-
nomic Co-operation and Development (OECD) specify that one 
of the weaknesses of education systems in their struggle against 
ESD is the absence of adequate counselling in the academic and 
professional career of students (European Commission, 2015; 
OECD, 2023). This counselling must offer personalized accom-
paniment (academic, professional and social) and aid the attain-
ment of vital alternative projects. Therefore, addressing it re-
quires rethinking the educational counselling that is carried out 
in schools, attending to the diversity of situations and complex 
trajectories of young people and fostering personal growth and 
empowerment (Rossier et al. 2020). Moreover, at the social lev-
el, situated learning and critical consciousness must be promot-
ed to contribute to the social transformation and community 
development of the areas with the highest ESD rates (Romero-
Rodríguez et al., 2022). 

At the classroom level, educational counselling is specified in 
the tutorial function. School tutoring may be interpreted as a 
process of counselling and accompaniment for students (and 
other members of the educational community). Therefore, tu-
tors must plan actions with the aim of improving the learning 
processes by attending to the specific needs of the tutees in di-
mensions such as attention to diversity, previous levels and 
knowledge, academic difficulties, and socioeconomic and cul-
tural differences, at both the individual and community levels 
(Del Río & Codés, 2007). 

Personalized tutoring has been considered the most effective 
method in the educational scope, due to its great impact on aca-
demic performance (Nickow et al., 2020; Sirinides et al., 2018). 
Furthermore, it also improves the confidence, expectations, mo-
tivation, self-concept and psychological wellbeing of the stu-
dents (Partington, 2020; Prowse, et al., 2021; Turnbull, 2022). 
Thus, tutoring is presented as an adequate tool to mitigate some 
common problems in educational contexts of special vulnerabil-
ity, such as lack of confidence, motivation and interest in aca-
demic work during non-school hours, as well as to effectively 
promote equity (Carlana & La Ferrara, 2021; Nickow et al., 
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2020) and reduce academic failure. One of the main limitations 
of personalized tutoring is its high cost in human resources, 
since it is based on one-to-one interactions for relatively long pe-
riods of time. Consequently, personalized tutoring has been tra-
ditionally reserved for people of medium-high social status with 
economic resources to cover the cost (e.g., private schools or pri-
vate tutors). Therefore, attaining more efficient, scalable and in-
clusive personalized tutoring is a key challenge in the struggle 
against inequality in education systems. 

Information and Communication Technologies (ICTs) have 
been considered an option to improve the provision of tutorials. 
An example of this is the implementation of Computer-aided In-
struction (CAI). These systems automatically provide feedback 
and suggestions based on the answers of the students to a set of 
questions (usually multiple-choice tests), and they often auto-
matically adapt the next steps of the teaching to the students’ 
level. Another approach is represented by Intelligent Tutoring 
Systems (ITS), which pose a further level, since they analyze not 
only the answers but also the methods and processes used by the 
students, providing more detailed feedback about each step 
(VanLehn, 2011). Lastly, technologies have also been used to 
improve and flexibilize human tutoring by conducting them on-
line, as was experienced during the COVID-19 lockdown (Carla-
na & La Ferrara, 2021; Gortazar et al., 2023). Although the costs 
have been reduced, and both CAI and ITS show positive effects 
on the learning of students, the use of these systems for tutoring 
has not attained the efficacy of one-to-one human tutoring in 
any of their versions (VanLehn, 2011).

Recent developments in AI systems are also presented as an 
opportunity to improve the efficacy of technology-supported 
personalized tutoring (Chen et al., 2020). Darvishi et al. (2024) 
highlighted the potential of AI as a personal assistant for stu-
dents, offering personalized reminders, real-time feedback to 
improve writing, and recommendations on when and what to 
study. The scientific literature shows that these systems can emu-
late aspects of personalized teaching, such as human conversa-
tions (specifically using large language models), or even surpass 
them, as in the case of the analysis of data about the behavior, 
activities and learning of students (Lin et al., 2023). Moreover, 
for students at risk of social exclusion, personalized tutoring 
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based on AI elements could be especially beneficial. Firstly, it 
could allow expanding tutorials of higher quality to a popula-
tion that has never received it. Secondly, personalization (con-
tent, pace and methods) and specific support could be key ele-
ments for academic success in a context with a great disparity of 
performance levels, cultural practices, etc. Thirdly, the recent ad-
vances in AI could provide tools to improve the development of 
metacognitive skills (compared, for instance, to ITS, which do 
not incorporate this technology). Fourthly, it would allow using 
AI, especially generative AI, enabling the exploration of contri-
butions of technology to the improvement of psychosocial as-
pects (e.g., motivation, self-concept, expectations, etc.) and rela-
tional aspects. Lastly, it could contribute to the development of 
the digital competence of students and to the use of ICTs for pro-
ductive purposes.

The aim with AI is to improve the efficacy of technology-me-
diated tutoring, for example, integrating it in ITS (Lin et al., 
2023), rather than replacing the human element, which is fun-
damental in disadvantaged contexts, complementing it in a way 
that it offers an improved and more affordable experience of 
guided and personalized learning at the reach of any individual, 
regardless of their socioeconomic condition. This chapter ex-
plores how AI can contribute to this goal by presenting the pro-
totype of a proposal of AI-based virtual learning environment 
(VLE), which aims to improve the accompaniment of students 
in areas with social transformation needs (ASTN). Specifically, 
we present the results of a participatory workshop conducted 
with AI experts using the design thinking methodology. Next, we 
describe the methodology followed in the workshop, discuss the 
obtained results, and finally present the conclusions drawn from 
the findings.

9.2. Research Context
In the framework of the research project entitled The digitization 
of Andalusian schools with greater presence of students with low socio-
economic level (project 2022/00000398 of the 6th Research Plan 
of the University of Seville), the process of digital transformation 
was analyzed in eight schools located in ASTN in Andalusia 
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(Spain). Through a qualitative research design, interviews were 
carried out with principals, teachers and students of each of the 
participating schools during the first semester of the year 2023. 
Then, a specific content analysis of the transcriptions was per-
formed to extract the main challenges faced by these schools. By 
triangulating the view of principals, teachers and students, elev-
en coinciding challenges were identified: (1) Information, (2) 
Educational accompaniment outside of the classroom, (3) Per-
sonalization of learning, (4) Attention to diversity, (5) Evalua-
tion of learning, (6) Counselling, (7) Digital competence, (8) 
Families, (9) Absenteeism, (10) Educational innovation, and 
(11) Evaluation of the school. After rethinking each of these 
challenges, we considered that AI systems could be a powerful 
resource in their total or partial overcoming. Therefore, an expert 
workshop with researchers and professionals specialized in AI 
was organized, where the experts imagined and proposed AI-me-
diated solutions to the main challenges. 

Selection of participants for the expert workshop

For the selection of participants, we firstly performed a study of 
the most outstanding profiles in the application of AI in the 
Spanish educational scope. Then, to reduce the list and send in-
vitations for participation, a set of inclusion criteria were estab-
lished: (1) being a researcher in a Spanish university with a re-
nowned scientific production in this specific scope, (2) being a 
practitioner with a renowned professional career in this specific 
scope, (3) being specialized in AI and in at least one of the elev-
en challenges identified in the previous section, and (4) having 
research or professional experience in ASTN. In order to be in-
cluded in the study, the experts had to meet at least 2 of the 4 
inclusion criteria. Additionally, gender parity in the group was 
ensured.  

Prioritization and selection of challenges

Prior to the realization of the workshop, the experts were con-
tacted through an online form, where they were asked, in a rank-
ing format, about the eleven challenges identified during the 
course of the investigation. To this end, they had to attend to 
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two criteria: 1) viability of AI to solve or aid in said problem, 
and 2) level of importance of the challenge in relation to ASTN. 
The four challenges with the greatest score, and therefore consid-
ered most relevant, were: information, personalization, families, 
and accompaniment. 

Development of the workshop: design thinking

The workshop was carried out in November 2023 in the Faculty 
of Education at the University of Seville. To solve the four chal-
lenges cited in the previous section, the design thinking method-
ology was followed, as it was considered an optimal option for 
the generation of innovative and practical ideas/solutions, and 
based on its collaborative and negotiated character. The experts 
worked for five hours on the resolution of the challenges. They 
were organized in pairs, and they were assigned a challenge 
based on their specialization. Although each pair was in charge 
of their challenge, all experts worked on all challenges to provide 
original ideas that contributed to their resolution. The develop-
ment of the workshop was focused on three of the five phases of 
design thinking: think, design and evaluate. 

9.3. Results
The results presented in this chapter refer to the prototype pro-
posed by the experts for the resolution of Challenge 1: Educational 
accompaniment. The resolution of this challenge was led by a re-
searcher specialized in counselling processes and AI, and a prac-
titioner (teacher and teaching counsellor) with experience in 
schools located in ASTN and the use of AI in education. Their 
proposition to improve educational accompaniment was the 
creation of an adaptive virtual learning environment (VLE) im-
proved through AI systems (hereinafter, AI-RISTOTLE) that in-
cludes elements aimed at educational accompaniment. Figure 
9.1 shows the cross-sectional criteria that were initially defined 
by the experts and which guided every stage of the design of their 
prototype:
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Figure 9.1. Criteria considered in the virtual learning environment. Source: devel-
oped by authors.

The experts justified the design of their prototype from the 
following general objective: “Create contexts, propose processes 
and provide learning resources with the aid of AI for a compre-
hensive and adaptive accompaniment, according to the paces 
and personal and sociocultural situations (UDL)”. Moreover, 
they highlighted four guiding principles for the design of AI-RIS-
TOTLE:

• Continuous learning of AI-RISTOTLE based on Machine 
Learning. 

• Local AI, that is, trained from specific data of the school and 
its context. 

• Emotional AI adapted to the age and psychosocial profile of 
the students. 

• AI tools that facilitate collaborative and situated learning. 
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These four elements are considered key elements to offer 
each student the academic-personal support they need, from the 
place where it is provided, and attending to the characteristics of 
their culture. Next subsections describe the characteristics of AI-
RISTOTLE proposed in the expert workshop: 

Reflect (critically) the personal and 
sociocultural identities of the students

The experts suggested that AI-RISTOTLE should use the potential 
of AI to adapt the academic materials and contents to the inter-
ests and culture of the students of ASTN to improve their atten-
tion and motivation. They also stated that the incorporation of 
characteristic elements of students’ culture must be combined 
and compared, in some cases, with cultural elements of other so-
cial strata (and even from other places of the world), with the aim 
of facilitating the development of a critical consciousness about 
their own culture (an example mentioned in the workshop was 
to rethink the meaning of forced marriage by cultural “appropria-
tion” at 14 years of age). Moreover, the incorporation of other 
cultural elements could help to expand and break social and in-
formation bubbles, which would result in the creation of new ho-
rizons and future expectations. The practitioner who participated 
in the design of this prototype described the success of a similar 
experience in a school located in a marginal neighborhood of Se-
ville, where “after carrying out initiatives of this sort, there was a 
decrease in the dropout rate and an increase in the students’ aca-
demic performance. In the end, adolescents who thought that 
school were not for them ended up in vocational training”.

Create bonds between the families 
and the school (third space)

In the development of AI-RISTOTLE, it is important to stress the 
aim of transforming it into an intersection point between the 
families and the school. Having the support and interest of the 
families is key for the academic (and socio-personal) success of 
the students. AI-RISTOTLE must become a space recognised and 
positively valued by both the families and the students. The so-
cial, collaborative and adaptive character of this environment 
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could be key to attain the creation of a “third space” that goes 
beyond the sum of interests and practices of the families and the 
school itself. AI-RISTOTLE must be sensitive to the inclusion of 
the families and promote the creation of learning communities 
to contribute to their literacy and empowerment. In this sense, 
AI is more than an educational tool; it is a catalyst for social 
transformation and cultural enrichment. Through Machine 
Learning (ML) techniques, AI can gradually analyze the interests 
and concerns expressed by the families in documents and dis-
cussions with the school. The latter can use this information to 
further involve the families and create virtual spaces within the 
VLE related to these topics to attain a first approximation of the 
families to the use of VLE, in order to expand its use in other 
scopes. Additionally, this analysis of school documents that are 
used to communicate with the families may also allow improv-
ing said documents within the school context. In this sense, it is 
very important for the communication between the families and 
the school to be fluid. The use of AI to adapt the school commu-
nications to the socioeconomic language and context of the fam-
ilies in disadvantaged environments can contribute to strength-
ening the communication bond. This would have a positive im-
pact on the involvement of the family in the educational process. 

Offer emotional and social support for 
the learning of the students

The social and emotional aspects play a very important role in 
information processing and the acquisition of learning. Thus, 
they stand out for the fact that AI-RISTOTLE must include ele-
ments to work on the socioemotional skills of the students (e.g., 
empathy, active listening, teamwork, resilience, interpersonal 
communication, etc.). 

Moreover, all the experts agreed that the incorporation of 
emotionally sensitive AI systems in AI-RISTOTLE (e.g., affective 
computing) is a key element of special importance in ASTN. 
These systems can gather, process, identify and respond to the 
emotional states of the students. Therefore, they optimize the 
emotional support, adapting the loads, paces and educational 
resources to the individual, emotional and cognitive needs of 
each moment.  
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Lastly, the experts also pointed out the importance of using 
AI systems to strengthen the social learning and connections of 
students. They proposed to employ AI to facilitate social learn-
ing by identifying and connecting the students with their peers 
with similar interests or complementary skills (e.g., through the 
content analysis of academic works or other documents). Simi-
larly, this idea can be extended to connect students from disad-
vantaged environments with students from other environments, 
with the aim of sharing and expanding cultural views and mutu-
ally breaking the cultural information bubbles, or even with 
more suitable/adequate teachers and educators. 

Provide automatic and personalized 
feedback as support to learning

According to the experts, the lack of family accompaniment out-
side the classroom for the realization of school assignments has 
a great impact on student performance in the most disadvan-
taged environments. AI may help in this regard by providing au-
tomatic and highly adaptive feedback that surpasses that of CAI 
systems, adapting to the pace and level of each student. Further-
more, generative AI may provide examples adapted to the inter-
ests of the students and adjust the language of the generated 
feedback. This results in a cycle of constructive feedback that pre-
vents the frustration and discouragement derived from feedback 
that is not in line with the individual needs of the students. One 
of the experts stated that: “In these contexts, where the variety of 
paces and levels is so wide, automatic feedback helps students to 
advance at their own pace and provides a feeling of control and 
confidence in their learning process [...]. With automatic feed-
back, students are greatly empowered, by overcoming this limi-
tation of non-accompaniment in the family context”. Addition-
ally, AI-generated feedback may contribute to the development 
of metacognitive strategies, helping students to establish realistic 
goals and self-evaluate their understanding (including processes 
and results) in a more efficient manner compared to non-AI-
based ITS, granting more autonomy to the students and allow-
ing them to develop their learning capacity.
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Promote the development of safe digital and 
practical competences in technology

The experts stated that the introduction of digital training in 
disadvantaged areas using AI-RISTOTLE is an opportunity for 
the development of student digital competence. The design of 
AI-RISTOTLE must contribute to developing a positive relation-
ship with digital technologies, overcoming the most common 
practices of the students (mediated by mobile phones and 
aimed at leisure). The need to implement digital practices and 
to use tools for studying can help to promote habits of digital 
wellbeing and safety, which, in some cases, are not fully devel-
oped in the family environment. Moreover, the introduction of 
AI-based elements brings students closer to the adequate use of 
emerging technologies. AI could be used to detect inadequate 
uses of technology in AI-RISTOTLE and provide recommenda-
tions on how to improve them. One of the experts underlined 
that “contemplating this aspect is key, since it could have an 
important impact on the development of adequate practices re-
garding the correct and safe use of technology [...]. Further-
more, this usually motivates the students; they always want to 
learn new concepts”.

9.4. Conclusions and Practical Implications
The reflections presented in this chapter highlight the transform-
ing role of AI in educational accompaniment, especially in dis-
advantaged contexts. In the search for methods that approach 
the ideal of efficacy of personalized human tutoring (Bloom, 
1984), AI emerges as a promising technology that overcomes 
some limitations of other technologies that have previously at-
tempted to improve educational accompaniment. 

AI offers unique characteristics to work on educational ac-
companiment in disadvantaged environments. According to our 
study, if AI is continuously trained, with local data and respect-
ing ethical criteria, the integration of this technology in a VLE 
has great potential. Firstly, it can facilitate the adaptation of ma-
terials and activities to the cultural context of the students, while 
inducing the latter to reflect critically on said context. Secondly, 
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it may help to create communication bonds between the fami-
lies and the school. Thirdly, it would allow identifying and ana-
lyzing the emotional states of the students, even outside of the 
classroom, and consequently adapting education. Fourthly, it 
can provide elements to facilitate social learning and connec-
tions among students. Fifthly, this study highlights the potential 
of AI to provide a more adapted feedback compared to other 
technologies, even offering personalized scaffolding to develop 
metacognitive competences. Lastly, it can also contribute to the 
development of productive digital competences and practices.

However, it must be taken into account that this chapter only 
presented the design phase of AI-RISTOTLE through design 
thinking. This allowed us to identify its target design characteris-
tics, although it needs to be implemented and tested in real envi-
ronments. Therefore, despite the promising possibilities, we are 
still in the initial stages of understanding how AI can effectively 
transform education in disadvantaged schools. 

The implementation of an AI-mediated VLE like the one pro-
posed in this chapter (AI-RISTOTLE) is not exempt from chal-
lenges. The difficulties of implementing this technology include 
its effective integration in schools, the guarantee of access to an 
adequate technological infrastructure, and the need for continu-
ous and specialized teacher training. Moreover, for AI-RISTOTLE 
to be successful, it is essential to change the mentality of all the 
parties involved in the educational process: teachers, students 
and families. This requires promoting motivation, adapting ap-
proaches and creating a suitable environment for AI-assisted 
learning that expands beyond the classroom. These challenges 
pose the critical question of how to attain the effective use of this 
technology in the mentioned disadvantaged contexts. In this 
sense, further research is required to delve into the factors that 
facilitate the adoption of educational technologies in these envi-
ronments. 

To sum up, although the literature is beginning to demon-
strate that AI can offer functionalities for the improvement of 
tutoring, in order to achieve a significant impact, it is fundamen-
tal to address the practical and human challenges associated 
with the implementation of specific developments (such as AI-
RISTOTLE) and carry out exhaustive tests to guarantee that these 
tools effectively adapt to the specific needs and contexts of the 
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students. Furthermore, we must be realistic and remember that, 
for the time being, the human element is key, and that AI sys-
tems offer better results when they support (not replace) humans 
(Darvishi et al., 2024). 
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Abstract
Despite constant increase in the use of Artificial Intelligence tools in educa-
tional settings, nothing is known about students’ personality traits associated 
with the use of these resources. Thus, the objective of this study was to ex-
plore possible links between Artificial Intelligence use and personality traits 
among university students. A cross-sectional ex-post facto quantitative study 
was conducted with 1761 undergraduate students (Mage = 20.30; SD = 2.76). 
Validated questionnaires were administered for data collection, always under 
the supervision of members of the research team. According to multinomial 
regression analysis, neuroticism and extraversion were related to sporadic use 
and frequent use, respectively. Agreeableness increased the odds of using Arti-
ficial Intelligence to solve every day doubts and neuroticism to do academic 
work. Conscientiousness was negatively related to the use of Artificial Intelli-
gence to do academic work and to create fake content. Higher scores in open-
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ness increased the likelihood of creating fake content using Artificial Intelli-
gence. These results provide novel information about personal characteristics 
associated with the use of Artificial Intelligence tools among university stu-
dents. Educators should consider this information when implementing Artifi-
cial Intelligence into their educational strategies. 

Keywords: Artificial Intelligence, university students, personality traits.

10.1. Introduction
Artificial Intelligence (AI) was born in the XX century, athough it 
was not until very recently that it became highly accessible to the 
general population, having an impact on our daily lives and 
showing the potential to be applied to different dimensions of 
society (Crompton & Burke, 2023; O´Dea & O´Dea, 2023). It 
has even been speculated that Artificial Intelligence has the ca-
pacity to change people´s behaviors (Gillath et al., 2021). Artifi-
cial Intelligence comes with a number of benefits, but it also en-
tails some risks. Its benefits include automatization of mechani-
cal and bureaucratic tasks (Karan & Angadi, 2023) and fast data 
processing (Alqahtani et al., 2023), whereas the most cited risks 
are related to privacy concerns (Sarker, 2023) and the hypotheti-
cal increase of unemployment (Xie & Wang, 2023). Internation-
al institutions, such as the European Union, are even laying on 
the table possible guidelines for regulating Artificial Intelligence 
(Benvenuti et al., 2023). 

Education is one of the fields with the highest use of Artificial 
Intelligence (Lee, 2023). Students do not perceive it as a risk and 
stress on the need to include artificial intelligence in digital edu-
cation (Lozano & Fontao, 2023). In this sense, some experts in 
the field claim that educational institutions should make use of 
Artificial Intelligence (Wang et al., 2023) and that future genera-
tions of workers should be currently instructed in the use of Arti-
ficial Intelligence (Benvenuti et al., 2023). In fact, a new para-
digm has been proposed -Positive Artificial Intelligence Educa-
tion-, aiming at improving people´s well-being through fostering 
the positive use of Artificial Intelligence in education (Bittencourt 
et al., 2023). Nevertheless, education should be always adapted 
to the characteristics of learners, and nothing is known about the 
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psychological features of students who tend to use Artificial Intel-
ligence. Consequently, the aim of the present study was to ana-
lyze the possible relation between the use of Artificial Intelligence 
tools (AIT) and personality traits among university students.

The most accepted model of personality is the Big Five (Gol-
berg, 1990). It includes five dimensions of personality that range 
between two extremes, namely: openness, conscientiousness, ex-
traversion, agreeableness and neuroticism. People scoring high 
in openness stand out in creativity and have a wide variety of in-
terests. Conscientiousness refers to a goal-oriented and struc-
tured lifestyle, focusing on details. Extraversion is characterized 
by sociability and expressiveness. Agreeableness involves kind-
ness by helping and taking care of others. Neuroticism is related 
to emotional imbalance, expressed by irritability or anxiety. Ac-
cording to a systematic review, these personality dimensions are 
linked to academic achievement and technology use (Feher & 
Vernon, 2021). A research project conducted by Berger et al. 
(2017) with a sample of Swiss university students found that 
high scores in conscientiousness and low scores in agreeableness 
predicted immediate responses to smartphone messages. A re-
cent meta-analysis revealed that extraversion is strongly related 
to social networks use and openness correlates with the use of 
ICT for educational aims (Joshi et al., 2023). Considering the 
existing body of research focused on personality traits and tech-
nology use, it is necessary to shed light on the relation between 
personality traits and the use of Artificial Intelligence tools.

Some studies have addressed the relation between personality 
traits and attitudes towards Artificial Intelligence. For instance, 
Park and Woo (2022) conducted an online survey in South Ko-
rea to explore whether the five dimensions of personality were 
associated with emotional (positive/negative) and cognitive (so-
ciality/functionality) attitudes towards Artificial Intelligence. 
They found a relation between neuroticism and negative emo-
tions, as well as sociality towards Artificial Intelligence. Extraver-
sion was also related to negative emotions but linked with a per-
ception of low functionality. The association between personali-
ty dimensions and general attitudes towards Artificial Intelligence 
was also investigated by Schepman and Rodway (2023) in the 
United Kingdom through an online survey. Their findings 
showed that extraversion and openness predicted positive atti-
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tudes towards Artificial Intelligence, whereas agreeableness and 
conscientiousness were predictors of negative attitudes. Although 
these empirical results pave the way to a promising body of re-
search regarding associations between personality and Artificial 
Intelligence, further evidence is needed to determine how per-
sonality traits are related to the use of Artificial Intelligence tools.

The current study

The prevalence of use of Artificial Intelligence tools is rapidly in-
creasing among the general population. They are easily accessi-
ble, and its use is normalized, but there is no evidence about the 
psychological characteristics of people who use these tools. Pre-
vious research has linked diverse technology usage with person-
ality traits. In addition, an emergent body of research is focused 
on personality dimensions associated with attitudes towards Ar-
tificial Intelligence. Nonetheless, to the best of our knowledge, 
the link between personality traits and the use of artificial intelli-
gence tools has not been empirically tested. Consequently, the 
objective of the present study was twofold: to analyze whether 
different personality traits are related to the frequency of use of 
Artificial Intelligence tools (O1); and to identify associations be-
tween personality traits and different types of use of Artificial In-
telligence tools (O2). Based on existing literature about attitudes 
towards Artificial Intelligence, it was hypothesized that the use of 
Artificial Intelligence tools would be more frequent among indi-
viduals scoring high in extraversion and openness (H1). Regard-
ing the type of use, it was expected that openness would be linked 
with using Artificial Intelligence to create content, conscientious-
ness to support their academic tasks, introversion to interact with 
someone, and neuroticism to bolster one’s own opinions (H2).

10.2. Method
Participants

The sample, involving 1761 participants, was selected by con-
venience and accessibility. Data from 74 participants were elimi-
nated because they did not give consent (9), they did not have 
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an appropriate level of the Spanish language (6) or they did not 
answer the control question correctly (59). The final sample was 
composed by 1687 individuals from the University of Córdoba 
(Spain). The participants were enrolled in the university degrees 
of Primary Education (41%), Early Childhood Education (32%), 
Psychology (12.8%), Social Education (10.5%), and Double De-
gree program in Primary Education and English Studies (3.6%). 
Their mean age was 20.30 years (SD = 2.76). Regarding gender, 
78.6% of participants self-identified as female, 21.2% as male, 
0.2% identified as neither female nor male, and 0.1% identified 
with both the female and male genders. The participants were 
distributed in different user profiles depending on the use of AIT 
they self-reported as follows: 32.7% non-users, 20% experiencer 
users, 36.3% sporadic users, and 11% frequent users.

Instruments

The use of AIT was measured by an ad hoc scale with two items. 
The first item was How often have you used Artificial Intelligence tools 
(ChatGPT, DeepL, Ideogram, etc.) in the last 12 months? The partici-
pants were given a 6-point response scale with the following op-
tions: 1 = never, 2 = once, 3 = more than once, but not as often as 
monthly, 4 = monthly, 5 = weekly, and 6 = every day. The second 
item was What have you used these AIT for? The participants were 
given the following eight different options, where they could an-
swer as many as they deemed necessary: 1) to solve every day 
doubts, 2) to look for information to bolster my opinions, 3) 
need for interaction with someone, 4) to do academic work for 
me, 5) to solve doubts regarding academic work, 6) to create fake 
images, 7) to create fake audios, and 8) to create fake videos. 

Personality traits were measured by the Big Five Inventory-10 
(BFI-10; Rammstedt & John, 2007). It consists of 10 items with 5 
response options (1 = strongly disagree, 5 = strongly agree).

Procedure

This study used a cross-sectional ex-post facto quantitative re-
search design. Data collection was carried out using self-reported 
measures through electronic devices, under the supervision of 
members of the research team. 
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Faculty members were informed about the study objectives, 
and the anonymity and confidentiality of their responses, and 
they were asked to collaborate in the data collection during their 
regular class hours. Participation was voluntary and individuals 
were free to decline or withdraw at any stage of data collection. 
Those who agreed to take part in the study were provided with a 
QR code to access a Google form and complete the question-
naires within a 10-minute period. This procedure adheres to both 
international and national law and ethical standards, and it was 
approved by the Ethical Committee of the University of Córdoba.

Data analysis

Bivariate Pearson’s correlations were run including all the study 
variables. A multinomial regression on AIT use profiles was per-
formed to analyze the relation among each AIT use profile and 
the personality traits. Finally, six logistic regressions were carried 
out to study the prediction of each type of AIT use by the person-
ality traits, also including age and gender. The participants were 
classified in different user profiles: individuals reporting no use 
of AIT were classified as non-users; those who reported having 
used AIT once were classified as experiencer users; those who re-
ported using AIT more than once without reaching monthly use 
or using it monthly were classified as sporadic users; and those 
who indicated using AIT weekly or daily were classified as fre-
quent users. The gender variable was recoded as female = 1 and 
male = 2 for regression analysis. For correlation and regression 
analyses, the items assessing the purposes of AIT use to create 
fake images, to create fake audios and to create fake videos were 
coded as a single variable measuring AIT use to create fake con-
tent. All these analyses were carried out using SPSS v.25.

10.3. Results
According to Pearson’s correlations, the frequency of Artificial In-
telligence use was positively related to extraversion (r = .06) and 
male gender (r = .11). Using Artificial Intelligence to solve every-
day doubts was related to more agreeableness (r = .08), low neu-
roticism (r = -.07) and male gender (r = .12). Using Artificial In-
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telligence to do academic tasks instead of the student him/herself 
was negatively correlated with conscientiousness (r = -.16) and 
openness (r = -.08), and was positively correlated with male gen-
der (r = .08). Finally, using Artificial Intelligence to solve doubts 
about academic tasks and to create fake content was related to 
female gender (r = -.11) and openness (r = .09), respectively.

A multinomial regression analysis was run for experiencer, spo-
radic and frequent AIT user profiles predicted by the personality 
traits (extraversion, agreeableness, conscientiousness, neuroticism, 
and openness), age and gender. This analysis showed that being an 
experienced user was predicted by older age (OR = 1.46); being a 
sporadic user was predicted by high neuroticism (OR = 1.14) and 
older age (OR = 1.96); whereas high extraversion (OR = 1.16) 
and older age (OR = 1.97) predicted being a frequent user. 

Logistic regression coefficients predicting the different AIT 
uses included in this study found that AIT use to solve every day 
doubts was predicted by high agreeableness (OR = 1.16) and 
male gender (OR = 1.63). AIT use to do academic work was pre-
dicted by low conscientiousness (OR = 0.68), high neuroticism 
(OR = 1.17), and male gender (OR = 1.57). AIT use to solve 
doubts regarding academic work was predicted by female gender 
(OR = .62). Finally, AIT use to create fake content was predicted 
by low conscientiousness (OR = 0.70), high openness (OR = 
1.88) and male gender (OR = 2.35).

10.4. Discussion
Artificial Intelligence tools are highly accessible to the current so-
ciety for different purposes. However, nothing is known about 
personality traits associated to the use of these resources. Previ-
ous research has found that personality traits predict academic 
performance (Zell & Lesick, 2022) or a wide variety of online 
behaviors (Stachl et al., 2020). Thus, the aim of this study was to 
analyze whether different personality traits are related to the fre-
quency of use of Artificial Intelligence (O1), and to the use of 
Artificial Intelligence tools for different purposes among univer-
sity students (O2).

Regarding the first objective, the multinomial regression anal-
yses showed that older age predicts all categories (experiencer, 
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sporadic, and frequent users). Artificial Intelligence is designed to 
respond to requirements, and such requirements could be more 
demanding for older students, which may influence their fre-
quency of use. In line with existing literature relating extraversion 
and Internet use (Blackwell et al., 2017), this study found that a 
high level of extraversion increases the odds of frequent AIT use. 
Moreover, extraversion has been related to a positive attitude to-
wards artificial intelligence in a recent study conducted by Schep-
man and Rodway (2023). Extraversion is characterized by seek-
ing stimulation and the tendency to experiment positive emo-
tions (Costa & McCrae, 1992), which could increase the interest 
in using Artificial Intelligence tools. Therefore, the link between 
Artificial Intelligence use and the motivation to explore may ex-
plain this high frequency of AIT use among extrovert individuals. 

The second objective aimed at exploring the association be-
tween personality traits and the use of Artificial Intelligence tools 
for different purposes. In this sense, the use of Artificial Intelli-
gence tools to solve every day doubts was linked to high agreea-
bleness and low neuroticism. Agreeable people tend to be re-
spectful and calm, thus they could use Artificial Intelligence 
tools to solve usual discrepancies that emerge in social settings 
and avoid conflicts (Tehrani & Yamini, 2020). Neurotic individ-
uals can be suspicious of technology and reticent to technologi-
cal innovation (Özbek et al., 2014). Therefore, they can mistrust 
the answer provided by Artificial Intelligence.

The use of Artificial Intelligence tools to do academic work 
instead of the student was negatively related to conscientious-
ness. The relation between conscientiousness and academic hon-
esty has been reported in a meta-analysis by Lee et al. (2020). 
According to our results, conscientiousness could be protective 
against cheating even when Artificial Intelligence provides an 
easier and more sophisticated possibility to cheat (Crawford 
et al., 2023). In contrast, elevated levels of neuroticism increased 
the odds of using Artificial Intelligence to doing academic work. 
A meta-analysis by Giluk and Postlethwaite (2014) highlighted 
that there is an inconsistent link between neuroticism and un-
ethical academic behavior. The relation between neuroticism and 
the use of Artificial Intelligence for academic dishonesty might 
be affected by other factors, such as self-efficacy (De Feyter et al., 
2012). Emotional stability is a precursor of self-efficacy, which is 
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related to academic performance (Schmitt, 2007) and less aca-
demic plagiarism (Fatima et al., 2020). Future studies should ex-
plore factors mediating the relation between neuroticism and the 
use of Artificial Intelligence for academic dishonesty. 

Furthermore, openness was negatively associated with using 
Artificial Intelligence to do academic work instead of the student. 
Individuals with high scores in openness to experience are char-
acterized by being intelligent, creative, and curious (Peabody & 
Goldberg, 1989). These characteristics may lead to a preference 
for doing the work by themselves over the use of artificial meth-
ods (Karim et al., 2009). On the other hand, openness was relat-
ed to a higher use of Artificial Intelligence to create fake content. 
This is congruent with characteristics shown by opened people, 
such as creativity and variety of interests (Goldberg, 1990), and 
with previous research reporting the relation between openness 
and the spreading of fake news in social media (Shrestha & Spez-
zano, 2022). In addition to high openness, the use of Artificial 
Intelligence to create fake content was predicted by low conscien-
tiousness. Similar results were found by Prasmara and Wijaya 
(2017), who reported that the motivation for faking could be 
motivated by the preference for new things and the creativity of 
people with high openness, but it could be prevented by the 
need of highly conscientious individuals to be honest. 

This study has some strengths but also limitations that should 
be mentioned. Probably, the biggest strength is that we report 
novel insight into a hot topic nowadays: Artificial Intelligence 
use by students. Moreover, the large sample size grants robust 
reliability to our findings. The rigorousness in data collection 
should be also highlighted, as the participants were supervised 
by members of the research team at all times. Nevertheless, the 
sample was selected by convenience and there is an imbalanced 
gender representation. Moreover, data were collected using self-
reports, which may lead to response bias, such as social desira-
bility bias. Finally, the cross-sectional design does not allow es-
tablishing chronological links among variables. Future studies 
should delve into this body of research by testing these findings 
in representative samples and considering other age ranges. In 
addition, conducting longitudinal research on the topic would 
be useful to find mediating factors in the relation between per-
sonality traits and artificial intelligence use.
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Even with some limitations, our findings have important im-
plications for policy and practice. As different personality traits 
were found to be related to the use of Artificial Intelligence tools 
for several purposes, educators should take into account this in-
formation when implementing Artificial Intelligence into their 
educational strategies. Furthermore, these results should be con-
sidered to prevent undesirable practices associated with Artificial 
Intelligence tools, such as fake content production.
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Abstract
This work investigates how historical simulations integrated with artificial in-
telligence affect university students’ emotional responses. With the increasing 
adoption of digital technologies in education, particularly post-COVID-19, this 
study utilizes a quasi-experimental design and the Positive and Negative Af-
fect Schedule (PANAS) to measure specific emotions during simulations. The 
results reveal significant variations in students’ emotions, highlighting calm 
and empathy as predominant responses, although anxiety and distress are re-
ported in different simulation phases. Implementing ChatGPT showed a sig-
nificant impact on pedagogical interest and the perception of AI in education, 
suggesting that these technologies can be valuable tools to enrich students’ 
educational and emotional experiences. The study advocates for a thoughtful 
and ethical integration of AI in teaching, emphasizing the need for teacher 
training modules that prepare educators for an effective and conscious use of 
emerging technologies.
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11.1. Introduction
Current state of affairs

The advancement of digital technology has marked a turning 
point in the contemporary educational landscape (Sun & Zhu, 
2022; Zhu, 2023). In this context, the present study is situated at 
the confluence of two crucial areas of modern pedagogy: the in-
tegration of artificial intelligence in teaching and its influence on 
students’ emotional responses (Koong Lin, 2022).

The rise of artificial intelligence technology, particularly con-
versational assistants like ChatGPT, has opened new avenues in 
education (Karakose, 2023). These technologies offer significant 
potential to personalize learning and make it more interactive, 
presenting unique challenges, especially regarding their impact 
on the emotional and cognitive dimensions of learning (Lin 
et al., 2023). Despite growing interest in integrating AI tools in 
education, there is a notable research gap on how these techno-
logical interactions affect students’ emotions and, in turn, their 
learning process (Catania et al., 2019).

Recognizing this gap, this study aims to investigate the emo-
tional and pedagogical impact of historical simulations mediat-
ed by ChatGPT in a university setting. The choice of historical 
simulations for this study is not random; history, as a discipline, 
provides fertile ground for exploring complex emotions and var-
ied perspectives (Bai, 2023; Candel et al., 2023; Shavab et al., 
2021; Soler & Rosser, 2023). The use of ChatGPT in this context 
is presented as a pedagogical innovation, whose effect on empa-
thy, interest, and other students’ emotional responses to histori-
cal events is still a largely unexplored territory.

Justification

The justification for this research is grounded in the increasing 
adoption of digital technologies in education, especially follow-
ing the global transformation driven by recent events like the 
COVID-19 pandemic (Burzić et al., 2021; Reyes-Mercado et al., 
2022; Şahin & Şahin, 2022). This transformation has accelerated 
the need to understand how digital tools, specifically those driv-
en by artificial intelligence, can be used effectively and ethically 
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in educational contexts. Moreover, this study addresses the need 
for a deep analysis of how the integration of these technologies 
impacts emotions, a crucial aspect of students’ cognitive devel-
opment and well-being.

We propose to address these issues through a rigorous meth-
odological approach, using a quasi-experimental research design 
and emotional measurement tools adapted to the educational en-
vironment’s needs (Gülen, 2018; Muniandy et al., 2022; Saavedra 
Bautista & Valencia, 2014). The research contributes valuable in-
sights into digital education, offering perspectives on how AI-me-
diated simulations can enrich students’ educational and emo-
tional experiences. The findings are intriguing for formulating 
pedagogical strategies that effectively integrate artificial intelli-
gence, providing a balance between technological innovation and 
students’ emotional and cognitive development in the digital age.

Research hypotheses

This study proposes hypotheses to assess the impact of historical 
simulations via ChatGPT in education. H0 indicates that they do 
not significantly affect students’ emotions or understanding of 
history, while H1 suggests a positive impact in these areas. H2 
examines the increase in interest and positive perception towards 
AI in education. H3 considers differences in emotional response 
and interest in ChatGPT by age and gender. H4 argues that Chat-
GPT improves historical understanding and retention. Lastly, H5 
asserts that it promotes digital and critical skills in future teachers.

11.2. Objectives
General objective: This study investigates the impact of historical 
simulations through ChatGPT on the emotional and pedagogi-
cal training of future teachers, focusing on the Didactics of His-
tory, Geography, and Teaching of Economics, to analyze how 
these experiences affect student emotions and their interest in 
this technology.

Specific objectives: We aim to analyze how ChatGPT affects 
student emotions (calm, empathy, anxiety, distress) in historical 
simulations and evaluate its didactic effectiveness, seeking to de-
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termine pedagogical implications for teacher training based on 
student emotional feedback.

11.3. Methodology
Research design

This quasi-experimental research examines the impact of histori-
cal simulations via ChatGPT on teacher training, focusing on 
student emotional response and interest in the pedagogical use 
of technology, using a repeated measures design to compare re-
actions and attitudes before and after the simulation (Soler & 
Rosser, 2024).

Participants

An exhaustive sample of 41 Education and Master of Secondary 
Teaching students, all enrolled in History, Geography, and Eco-
nomics courses, was used.

Instruments

A questionnaire via Google Forms and an adapted version of the 
Positive and Negative Affect Schedule (PANAS) (Watson et al., 
1988), focused on calm, empathy, anxiety, and distress, was ap-
plied to measure emotions in simulations with ChatGPT. This 
modification allowed for a detailed evaluation of student emo-
tional evolution, framed within broader research on emotions 
and AI in education (Rosser & Soler, 2023, 2024; Soler & Rosser, 
2024), using SPSS Statistics version 29.0.1.0 for statistical analysis.

Procedure

This study explored the impact of interactive simulations via 
ChatGPT, involving students in roles of historical characters and 
thematic projects, followed by debates and questionnaires to as-
sess emotional reactions and pedagogical perceptions. Qualita-
tive and quantitative analyses were used, respecting ethical 
standards such as informed consent. Despite its rigor, limitations 
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such as the specific sample are recognized, which may restrict 
the generalization of results.

11.4. Results
Emotions before, during, and after performing the 
simulation with ChatGPT in future teachers of three subjects

To directly test the effectiveness of a tool like historical simulation 
using ChatGPT, we wanted to conduct an in-depth analysis of the 
emotions experienced by the students in using this novel tool.

Frequency: During the simulation, variations in participants’ 
emotions by phase were identified. Initially, “calm” predominat-
ed (63.5%), followed by “empathy” (26.2%), with lower inci-
dences of “anxiety” and “distress.” When assuming roles, “calm” 
slightly decreased, while in the delicate phase, “distress” signifi-
cantly increased (32.5%), contrasting with the satisfactory phase, 
where “calm” was notably recovered (66.7%). At the end of simu-
lation, “calm” rose to 74.6%, indicating a positive emotional res-
olution at the end of the experience.

Table 11.1. Frequencies

Start of 
simulation

First-time 
action

Delicate 
phase

Satisfactory 
phase

End of 
simulation

N Valid 126 126 126 126 126

Missing 0 0 0 0 0

Mean 1.4921 1.7063 2.7540 1.3730 1.4206

Median 1.0000 1.0000 3.0000 1.0000 1.0000

Mode 1.00 1.00 4.00 1.00 1.00

Std. Deviation .74561 .86780 1.04832 .58970 .86119

Source: developed by authors.

To interpret the results in the context of the research, we must 
firstly remember the main objective, that is, how students react 
emotionally to an educational simulation with ChatGPT. The re-
sults of these analyses will give us a detailed view of the emotional 
evolution of the participants in different stages of the simulation. 
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Start of the simulation: Table 11.2 highlights the initial emo-
tions of students in educational simulations with ChatGPT, 
showing that 63.5% of them were very calm at the start, reflecting 
comfort and absence of concern. A total of 26.2% felt moderately 
calm, suggesting comfort in facing the new experience. Then, 
7.9% were less calm, possibly indicating initial anxiety. Lastly, 
only 2.4% experienced low calm, evidencing minimal significant 
negative emotional reactions at the start of the simulation.

Table 11.2. Frequencies at the start of the simulation

Frequency Percentage Valid percentage Cumulative 
percentage

Valid 1.00 80 63.5 63.5 63.5

2.00 33 26.2 26.2 89.7

3.00 10 7.9 7.9 97.6

4.00 3 2.4 2.4 100.0

Total 126 100.0 100.0

Source: developed by autor.

The findings establish an initial emotional baseline for stu-
dents in simulations, with the majority feeling calm, which 
could indicate a positive predisposition towards innovative edu-
cational technologies like ChatGPT. This initial emotional state 
is key, as it can influence student interaction with the simulation 
and its impact on learning, suggesting comfort with the environ-
ment and absence of threat or significant concern at the start of 
the educational experience.

Initial choice (action or character): Table 11.3 reveals that, 
when choosing an action or character in the simulation, 50.8% 
of the students remained calm, indicating persistence of initial 
comfort. However, an increase in empathy and anxiety (33.3%) 
was observed, suggesting that the choice awakens emotional 
challenges and dilemmas. This change could stem from the need 
to make significant decisions or greater identification with as-
signed roles. A total of 10.3% experienced an increase in these 
emotions, possibly reflecting challenges in decision-making or 
immersion in the role, while 5.6% showed an intense reaction, 
possibly due to identification with the character or situation.
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Table 11.3. Frequencies of first-time action

Frequency Percentage Valid Percentage Cumulative 
Percentage

Valid 1.00 64 50.8 50.8 50.8

2.00 42 33.3 33.3 84.1

3.00 13 10.3 10.3 94.4

4.00 7 5.6 5.6 100.0

Total 126 100.0 100.0

Source: developed by author.

The findings show that the initial choice in ChatGPT simula-
tions retained student calm while elevating complex emotions 
like empathy and anxiety. This phenomenon indicates deep emo-
tional involvement, which is essential for an immersive and effec-
tive learning experience. The observed emotional evolution could 
significantly influence student perception and learning from the 
simulation, promoting their emotional and pedagogical growth, 
and posing emotional challenges and dilemmas from the start.

Delicate phase: Table 11.4 shows an emotional change in the 
“delicate phase” of the simulation, with a notable decrease in 
calm (12.7%) and an increase in distress and empathy, indicat-
ing a greater challenge for the students. This change suggests that 
the simulation induces a stressful phase, impacting the emotion-
al state of the participants. The majority experienced intense 
emotions (31.7% empathy/distress), with 23% showing even 
higher levels, and 32.5% reaching the maximum of these emo-
tions, evidencing the simulation’s ability to generate a profound-
ly emotive and authentic experience.

Table 11.4. Frequencies of action in the delicate phase

Frequency Percentage Valid percentage Cumulative 
percentage

Valid 1.00 16 12.7 12.7 12.7

2.00 40 31.7 31.7 44.4

3.00 29 23.0 23.0 67.5

4.00 41 32.5 32.5 100.0

Total 126 100.0 100.0

Source: developed by authors.
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The results underscore the effectiveness of ChatGPT in evok-
ing intense emotions like distress and empathy, which are cru-
cial in educational contexts that simulate high-pressure environ-
ments. This emotional change demonstrates the success of the 
simulation in replicating real-life dynamics, highlighting the 
value of ChatGPT as an educational tool for teaching emotional 
management and decision-making under pressure, which are es-
sential components in learning. The ability to provoke such au-
thentic emotional reactions affirms its pedagogical potential.

Satisfactory phase: Table 11.5 shows that, in the satisfactory 
phase of the simulation, 66.7% of the students returned to a 
state of calm, indicating that they overcame previous challenges 
and found satisfactory solutions or outcomes. This return to 
calm suggests a positive resolution and sense of achievement, 
which is essential for an effective educational experience. Al-
though 31% show moderate calm, who are possibly still pro-
cessing the experience, only a small percentage experienced less 
calm, reflecting that, for some, the resolution was not complete-
ly satisfactory or emotional challenges persisted.

Table 11.5. Frequencies of action in the satisfactory phase

Frequency Percentage Valid percentage Cumulative 
percentage

Valid 1.00 84 66.7 66.7 66.7

2.00 39 31.0 31.0 97.6

3.00 1 .8 .8 98.4

4.00 2 1.6 1.6 100.0

Total 126 100.0 100.0

Source: developed by author.

The results show that the simulation led the students through 
an emotional process that ended in satisfaction and calm, after 
overcoming intense challenges. This return to calm emphasizes 
the pedagogical effectiveness of the simulation, providing realis-
tic experiences and emotional closure, which is the key to learn-
ing and personal development.

Conclusion of the simulation: Table 11.6 shows that 74.6% 
of the students concluded the simulation feeling calm, indicat-



18311. Emotions in Digital Learning

ing a positive or neutral perception of the experience, despite 
previous challenges. This high rate of calm demonstrates a satis-
factory closure, with students feeling relaxed and possibly con-
tent with the process and outcomes. A total of 16.7% experi-
enced moderate calm, reflecting ongoing reflection or emotional 
processing, while a small percentage still felt uneasy, possibly 
due to the challenges faced or the need to process the experience.

Table 11.6. Frequencies of action after the simulation

Frequency Percentage Valid percentage Cumulative 
percentage

Valid 1.00 94 74.6 74.6 74.6

2.00 21 16.7 16.7 91.3

3.00 1 .8 .8 92.1

4.00 10 7.9 7.9 100.0

Total 126 100.0 100.0

Source: developed by author.

The results indicate that the simulation offers an enriching 
educational experience, concluding positively for the majority, 
with students feeling calm and presumably satisfied. This reflects 
the success of the simulation in meeting its pedagogical and 
emotional goals, highlighting its value as a learning tool.

Implications for research: The study demonstrates that simu-
lations with ChatGPT promote emotional stages aligned with 
teaching emotional management and empathy in historical con-
texts, highlighting the importance of preparing students for 
stress in critical phases. It underscores the need for emotional 
management strategies, post-simulation reflection, personalized 
feedback, and continuous support to facilitate learning and emo-
tional adaptation, requiring future research to optimize the inte-
gration of educational technologies.

11.5. Discussion
This study aimed to determine how simulations with ChatGPT 
affect the training and the emotional and pedagogical percep-
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tions of future teachers, highlighting the impact of AI on educa-
tion. It emphasizes the transformative role of educational tech-
nology, highlighting its capacity to renew pedagogical strategies 
and meet varied learning needs (Zhu, 2023). The importance of 
various learning methodologies for student performance has 
been underscored by (Koong Lin, 2022), with AI transforming 
areas like visual communication design and educational evalua-
tion (Drozdikova-Zaripova & Sabirova, 2020; Sun & Zhu, 2022). 

Studies indicate significant emotional changes in simulations, 
evidencing the effectiveness of affective computing and affective 
tutoring through AI (Koong Lin, 2022). The pedagogical interest 
in ChatGPT and its potential as a teaching tool are confirmed 
(Chaudhry et al., 2023; Karakose, 2023; Rosser & Soler, 2023, 
2024; Soler & Rosser, 2024).

11.6. Conclusion
The study demonstrates that historical simulations mediated by 
ChatGPT in university education contradict the initial hypothe-
sis about the limited emotional and cognitive impact of AI, 
showing significant improvements in understanding and empa-
thy towards historical events. ChatGPT not only increases stu-
dent interest in AI as an educational tool but also facilitates 
greater knowledge retention and promotes digital and critical 
skills. It highlights ChatGPT’s potential to enrich teacher train-
ing and the learning experience, suggesting the integration of AI 
in pedagogy to foster immersive and meaningful learning while 
addressing students’ emotions and well-being.
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Abstract
The integration of artificial intelligence (AI) into learning environments poses 
a challenge in advancing towards more efficient interactive methodologies. 
The use of AI-based learning assistants, especially generative language models 
like OpenAI’s GPT, can expand the scope of methodologies such as clinical sim-
ulation by generating interactions where AI assumes the role of a standardized 
patient. Clinical simulation recreates, substitutes, and/or extends real experi-
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ences through guided experiences that evoke or replicate substantial aspects 
of the real professional context in a fully interactive manner. The standardized 
patient is an actor trained to perform predefined responses based on the stu-
dents’ behaviour and performance. With appropriate AI training, focused on 
instruction and adaptation to different patient profiles based on their health-
disease processes, it is possible to design and implement clinical simulation 
scenarios where students interact with it. The authenticity of AI allows achiev-
ing a high degree of fidelity, and its scope surpasses the limits of synchronous 
in-person demand of a standardized actor, exponentially multiplying the ca-
pacity to generate simulated learning environments. This chapter outlines the 
keys to integrating AI as a standardized patient into simulated learning experi-
ences.

Keywords: Artificial Intelligence (AI), standardized patient, clinical simulation.

12.1. The importance of simulation 
in university education
Simulation in university education is crucial for preparing stu-
dents in various professional fields. It provides a realistic environ-
ment to apply theories and skills acquired in the classroom, pro-
moting critical thinking and teamwork (Gormley et al., 2023). 
These learning experiences transform the student into the protag-
onist, with the professor as a guide (Cheng et al., 2016). Simula-
tion evolves with technology, integrating virtual environments 
and augmented reality to offer immersive experiences that prepare 
students for future challenges (Kononowicz et al., 2019). Clinical 
simulation with standardized patients is particularly valuable in 
the training of healthcare professionals. These patients reproduce 
physical symptoms and emotions, allowing students to improve 
diagnostic, communication, and decision-making skills in a safe 
and educational environment (Abshire et al., 2020). The use of 
ChatGPT (GPT) as a standardized patient in clinical simulation is 
relevant in healthcare, offering realistic interactions that enhance 
communication skills and competencies in patient care, especially 
in terms of clinical assessment and reasoning. Its versatility allows 
adapting to various clinical scenarios, enriching the simulation 
experience. The combination of advanced technology and tradi-
tional simulation methods prepares healthcare professionals to 
face complex scenarios in their future practice. Therefore, the con-
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vergence of simulation and technological innovation is key to 
achieving educational excellence in healthcare. 

12.2. ChatGPT as a Tool for Learning
In the current digital era, AI has emerged as a revolutionary tool 
in education, offering innovative opportunities to enhance the 
teaching-learning process. AI recreates human intelligence pro-
cesses through algorithms and systems that analyse massive data 
to identify patterns, make decisions, and predict outcomes. Un-
like traditional programs, it can learn and adapt, enabling ma-
chines to perform tasks that previously required human inter-
vention (Rouhiainen, 2018). GPT stands out as a versatile and 
valuable tool for teachers and researchers seeking to optimize 
the educational experience (Leng, 2024; Abdellatif et al., 2022; 
Kung et al., 2022). OpenAI’s GPT-4, a natural language-based 
virtual assistant, has found application in various sectors, includ-
ing customer service, computing, health, and education. Its abil-
ity to process text and adapt to different domains has made it a 
versatile and valuable tool for optimizing experiences in these 
fields (Morcela, 2023).

Regarding the use of GPT in teaching health-related subjects, 
several authors have highlighted that its use has provided students 
with information quickly, without waiting for responses from 
teachers, thanks to its ability to gather information on a wide vari-
ety of topics to assist students in real-time and available 24 hours 
a day (Leng, 2024; Abdellatif et al., 2022; Kung et al., 2022).

12.3. Understanding how GPT Works
Once the pillars of clinical simulation and the characteristics of 
AI are understood, they are proposed to train GPT-4 as a stand-
ardized patient.

Before working with GPT-4, it is important to understand 
how it functions. It is a tool that operates based on language 
analysis and can comprehend and generate text similarly to how 
a human would. The essence of its operation lies in machine 
learning and the ability to anticipate patterns; thus, it has been 
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trained to analyse and understand the structure and meaning of 
sentences, adapting to a wide range of queries and commands. 
Its ability to generate contextually appropriate responses is based 
on the vast amount of information it has absorbed during its 
training, so the more it is used, the better it will adapt its re-
sponses to the user. 

Being a language analysis-based tool, the choice of verbs and 
the formulation of prompts are fundamental aspects to shape 
the identity and style of the Chat; therefore, it is advisable to 
consider the following:

• Verbs: Their choice can influence the tone and style of the 
generated responses. More formal or informal, active or pas-
sive verbs contribute to the construction of GPT’s analysis 
and response pattern. If the characteristics of the character’s 
personality are properly defined, it is recommended to work 
with verbs that can provide coherence. For example, using ex-
pressions with passive verbs like “tell me about...” may imply 
a “service” pattern for which the Chat is designed, which 
could break the simulated role of identity. It is suggested to 
use questions with active verbs such as “what do you think 
about...”, “how do you feel that...”, or “give me an exam-
ple...”, and observe which of them generates responses con-
sistent with the desired outcome. 

• Formulation of Prompts: Linked to the choice of the verb, it is 
important that, before using the patient created in a simula-
tion, the prompt that will guide the experience is clearly for-
mulated. The “prompt” is the precise and specific instruction 
that helps generate the activity, that is, the exact statement of 
what is expected of the Chat during that period. Once the 
identity has been worked on, when bringing it into the simu-
lation space, it is important to clearly communicate what is 
expected of it. For example, it can be said: “Now we will sim-
ulate that you are a patient attending a psychological consul-
tation. I will ask you questions as your psychologist to under-
stand what is happening to you, and you must respond as the 
patient, using the information provided earlier in a creative 
way.” In this case, the proposed role, the working context, the 
objective of the activity, and how the previously provided in-
formation is expected to be used are observed. 
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• Context Markers: These are keywords that will grant coherence 
to the character. In the context of a clinical simulation, where 
a complete life history will be provided, the use of dates, prop-
er names, or locations will help improve identity construction. 
The responses generated by the Chat will be more consistent 
with the objectives. Therefore, it is important to consider these 
markers when designing the simulation briefing, so that stu-
dents can formulate questions using these keywords.

12.4. Establishing the GPT Identity 
as a Standardized Patient
It may seem like a significant challenge to give it an identity, 
considering the tool’s functionality, but it will be the time of 
practice and some specific guidelines that will help with this:

• Define the traits that characterize its personality: this involves 
having a clear image of the person in question, focusing on the 
details that will influence its communication style. It is essen-
tial to define aspects such as communication tone, topics of 
interest, level of linguistic formality, age, characteristic expres-
sions or slang, and gender of the character being represented.

• To ensure the consistency of the defined character, it is crucial 
to develop a chat dedicated exclusively to building that pro-
file. This involves avoiding contradictory instructions to GPT 
regarding its interactions, questions, or writing style. Sudden-
ly switching to another profile can disrupt its learning pro-
cess. Therefore, it is recommended to create a new designated 
chat with the name of the character and dedicate time to in-
teract with him or her to improve consistency.

• It is essential to define the specific context in which the interac-
tion will take place. By understanding this context, potential 
discrepancies between questions asked and the Chat’s respons-
es can be minimized. Therefore, it is fundamental to determine 
the clinical context that is desired to be simulated this time.

• Finally, in the process of constructing the character’s identity, 
it is crucial to provide feedback to the tool. If during the con-
versations to develop this identity, the interactions do not 
meet expectations, it is important to communicate this using 
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the evaluation function provided along with the response or 
reconsider the formulation of the question. The model’s adapt-
ability is based on patterns and data correlations, so these 
evaluations are of great value in improving its performance. 

Once the identity is defined, it is necessary to design the clini-
cal context that frames the standardized patient being worked 
with. To ensure the credibility of this profile, it is ideal to pro-
vide GPT with detailed case information.

In this regard, since the interaction occurs through the ex-
change of electronic messages, it may not be necessary to con-
sider the phenotypic characteristics of the patient, but demo-
graphic characteristics should be considered. These variables, 
along with the medical history, symptoms, and signs relevant to 
the case and of clinical interest, should be well defined. All of 
this facilitates the AI having all the necessary information to con-
textualize the case and achieve the most natural and coherent 
behavior possible throughout the entire interview or interaction.

Some other issues to consider in defining the patient profile 
refer to how the AI should behave during the interaction with 
the student. It is important to provide clear instructions on the 
purpose of the interaction and the role that GPT will play in it; 
these instructions should be consistent with standardized pa-
tient training in clinical simulation methodologies (Ruiz & Ca-
ballero, 2014). 

Therefore, it is recommended to:

• Instruct GPT to speak in detail about the relevant topics for 
the case without providing any clues necessary for the stu-
dent’s approach or resolution. 

• Request that it behaves naturally throughout the interaction. 
• Emphasize the need for GPT to internalize its role as a stand-

ardized patient and ‘feel’ as if it were actually the person/pa-
tient being portrayed. 

• Indicate to GPT the need for consistency in the message 
throughout the interaction that takes place in the exchange of 
electronic messages.

On the other hand, the design of standardized responses for a 
simulated patient is crucial for the simulation success, as it di-
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rectly influences the student’s performance, similar to interacting 
with a real patient during clinical practice. These standardized 
responses will include information on emotional communica-
tion, clinical evolution, and shared patient decisions processes, 
enabling the student to effectively apply their skills to achieve 
the health goals set for the patient. It is essential to provide a de-
tailed and coherent description of the health problem and its 
context, which will stimulate the student´s interpersonal and 
clinical skills development and facilitate their training.

It is relevant to note that AI used as a simulated patient does 
not possess consciousness or emotions, and although it simu-
lates a conversation, it lacks the deep understanding and empa-
thy characteristic of human intelligence. Its operation is based on 
patterns and statistical correlations to provide relevant responses, 
which means that, at times, its responses may not be as expected. 
Therefore, to define the role that AI assumes as a standardized 
patient, it is necessary to establish the corresponding context and 
narrative. Additionally, the profile of the student with whom the 
AI will interact should be considered, taking into account their 
level of knowledge, maturity, and expected learning outcomes.

The design of logical interaction is relatively simple, but the 
difficulty lies in training responses that fit the context, situation, 
and personality of the standardized patient when the student de-
viates from what is expected. In this sense, creating scripted be-
havioural trees representing the sequence of responses for each 
case will be helpful.

12.5. How to Integrate GPT as a Standardized 
Patient in the Curricular Design
Given the potential impact of GPT, academics must integrate it 
in the whole teaching-learning process, including curricula de-
sign, learning outcomes, methods and assessment methodolo-
gies (McCoy et al., 2020).

Learning outcomes

To maximize the effectiveness of simulated situations and com-
prehensively address student development, it is important to 
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consider both the cognitive and emotional aspects of the pro-
posed practice when presenting the objectives in agreement:

• Cognitive objectives should consider both the knowledge and 
skills for the correct development and resolution of the situa-
tion presented through AI. 

• Affective objectives encompass the abilities to establish an 
empathetic relationship even though the standardized patient 
is AI, those aimed at assessing the difficulties of the simula-
tion situation and enhancing learning capacity, and those re-
lated to reflection and self-efficacy.

Below is a guide table for formulating these learning out-
comes in clinical simulation (Table 12.1):

Table 12.1. Learning outcomes in simulation scenarios with AI as a stand-
ardized patient

Type of objetive Description 

Cognitive

Knowledge in cli-
nical practice

Applies theoretical concepts in a practical context.
Demonstrates a deep understanding of the simulated patholo-
gy or condition.

Technical skills Integrates technical procedures with acquired theoretical 
knowledge.
Demonstrates specific technical skills related to the simulated 
clinical situation.

Decision making Makes clinical decisions based on available information.
Evaluates and prioritizes healthcare-clinical issues effectively.

Communication Demonstrates appropriate communication skills with the stan-
dardized patient.
Adapts communication to the environment in which the expe-
rience takes place.

Affective

Empathy and 
sensitivity

Shows empathy towards the simulated patient, acknowledging 
their feelings and concerns.
Demonstrates sensitivity to cultural and social diversity.

Stress and pres-
sure manage-
ment

Manages stress and pressure in the clinical situation.
Handles the difficulty of using the chat as part of the simula-
ted situation (developing resilience).

Reflection and 
self-evaluation

Reflects on own practice and seeks opportunities for improve-
ment.
Provides constructive evaluations to peers.
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Formative rubric
Based on the learning outcomes, the design of a formative rubric 
to assess student performance in simulation with AI as a stand-
ardized patient is necessary to provide measurable and specific 
feedback (Adamson et al., 2013). For its proper development, 
the following points need to be considered:

• Define learning outcomes: This aspect involves not only iden-
tifying cognitive and affective objectives, as previously indi-
cated, but also ensuring they are aligned with the overall sim-
ulation goal.

• Identify evaluation criteria in activities that are measurable 
and specific. Depending on the scope of application as a 
standardized patient, these may include clinical knowledge 
and reasoning, or effective communication. Empathy and 
sensitivity should always be present in the exercise.

• Establish performance levels, each of which should have clear 
and specific descriptions. An example would be: unsatisfacto-
ry, basic, competent, and outstanding.

• Develop levels` description. It should be as detailed as possi-
ble and objectively recorded through the written information 
in the chat, which the teacher will later have access to.

• Structure the rubric according to categories that establish the rela-
tive weight of performance, according to the importance of each.

• Include a space for specific teacher comments that encompass 
both strengths and areas for improvement.

• Seek feedback from other teachers or clinical-healthcare pro-
fessionals to ensure the validity of the rubric. Adjustments 
may be made if needed.

A formative rubric example for the affective outcome of main-
taining empathetic communication with the standardized pa-
tient would be:

• Insufficient (1): The student demonstrates poor communica-
tion with the patient, showing no empathy or recognition of 
their concerns or feelings.

• Basic (2): The student communicates adequately with the pa-
tient, although improvement in empathy and clarity could be 
made.
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• Competent (3): The student demonstrates effective commu-
nication with the patient, showing empathy and using clear 
and understandable language.

• Excellent (4): The student establishes exceptional communi-
cation with the patient, demonstrating empathy, understand-
ing, and effectively adapting to the patient’s needs.

A formative rubric example for the cognitive objective of 
identifying symptomatology in the first session of clinical assess-
ment is provided below:

• Insufficient (1): The student fails to correctly identify the 
symptoms presented by the patient.

• Basic (2): The participant identifies some symptoms of the 
patient but omits important details or makes errors in the de-
scription.

• Competent (3): The student identifies the majority of the pa-
tient’s symptoms accurately and comprehensively, providing 
detailed and relevant descriptions.

• Excellent (4): The student accurately identifies all of the pa-
tient’s symptoms, providing thorough descriptions and dem-
onstrating an understanding of the clinical importance of each. 

Simulation scenario preparation

Before the scenario begins, students should receive a briefing or 
prebriefing that provides them with sufficient context to aim for 
specific learning objectives. This introduction is defined by the 
Agency for Healthcare Research and Quality as the guidance that 
provides students with preparatory instructions and information 
before the simulation session (Lioce et al., 2020).

It may include the creation of a safe container (Rudolph et al., 
2014; Turner & Harder, 2018), which is a learning space free 
from judgment where all participants commit to reality and fic-
tion (commitment from instructors to recreate reality and com-
mitment from students to abstract from the rest and focus on 
fiction as a recreation of that reality), confidentiality (informa-
tion about what happened is not shared with students from oth-
er courses or groups), and competence (all participants are intel-
ligent, competent, and strive to learn).
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With or without a safe container, the briefing involves provid-
ing students with key information to address the simulation sce-
nario, and in the case of simulation with AI as a standardized pa-
tient, it should include some specific considerations. Since it is a 
digital or telemedicine consultation, it is important to indicate to 
students that they must always maintain the professional role 
they assume in the simulation, taking care of their interaction 
with the same considerations as with a real patient in face-to-face 
consultation or intervention. The interpersonal distance in digital 
health care may be increased by simulation with AI as a standard-
ized patient, due to the interface and the type of language that the 
AI uses. In this sense, it will be necessary to emphasize the impor-
tance of not losing the reality-fiction commitment with the AI. To 
facilitate AI responses tailored to the proposed clinical case for 
which it has been trained, students must also consider the infor-
mation provided in the fourth key, regarding verbs and prompts.

Debriefing

Debriefing is the phase where knowledge is constructed. Stu-
dents, guided by the instructor, reflect on the action and build 
knowledge, generating a framework of shared thinking where er-
ror is an ally and reflective practice (Schön, 1992) is promoted. 
Furthermore, discussion of thinking frameworks and the search 
for and proposal of alternative actions or solutions in future situ-
ations are encouraged (Díaz & Cimadevilla, 2019). Reviewing 
the simulated episode by analyzing actions and reflecting on the 
role of thought processes, psychomotor skills, and emotional 
states in them allows maintaining and improving performance 
in the future. In general, and regardless of the model used, de-
briefing can be structured into three phases (Motola et al., 2013):

• Reaction Phase: This phase is aimed at dissipating cognitive 
obstacles and generating a conducive framework for analysis 
by exploring and verbalizing students’ emotions during the 
simulation, seeking to prevent them from interfering with 
cognitive processes. In addition, an atmosphere conducive to 
reflective conversation should be generated, and individual 
and collective discourse should be harmonized around what 
happened during the simulation.
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• Analysis Phase: This phase focuses on reflection, on analysis 
for the search and construction of mental models that explain 
why the student acted the way they did, through guided in-
quiry questions from the instructor, which, far from provid-
ing standard solutions, stimulate doubt and controversy, thus 
guiding reflection.

• Summary Phase: The experience is synthesized, generating a 
shared mental framework of possible actions and decisions in 
future actions, and the session is closed with some dynamics 
that allow distilling key concepts of the knowledge built in 
the session.

Evaluating the experience

Self-efficacy is a framework that can help determine students’ 
learning experience when this methodology is applied. This is 
defined as the individual’s perception of their ability to success-
fully perform a task (Bandura, 1977). Although this variable is 
not a precise indicator of the level of learning, it is defined as a 
predictor of the student’s success in achieving it (Barrios et al., 
2017). In health sciences, simulation with a standardized pa-
tient is considered more effective than traditional training for 
improving learning-related self-efficacy (Merchán-Baeza et al., 
2021).

Therefore, it is recommended to use a measurement instru-
ment with optimal psychometric qualities validated for the tar-
get population. An example could be the General Self-efficacy 
Scale, created by Schwarzer & Jerusalem (1993). 

12.6. Conclusion
The growing influence of artificial intelligence in various areas, 
including education, highlights the need not only to ensure that 
students acquire AI literacy but also, given the potential impact 
of this technology, update curricula to reflect this new land-
scape. Academics must reflect on how these advancements will 
affect curriculum design, assessment methodologies, and peda-
gogical approaches. Therefore, it is crucial to continuously re-
search and evaluate to achieve the effective integration of AI-
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based learning tools in education. This challenge raises the fol-
lowing question: How can we productively incorporate the use 
of AI in classrooms?

In the health education area, clinical simulation with stand-
ardized patients emerges as conducive to this integration scenar-
io, which can also benefit from the potential of AI to multiply 
the scope of clinical simulation learning experiences.
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Abstract
The design of didactic activities is aimed at developing learning objectives at 
different levels of cognitive complexity. In the field of History teaching, one of 
the purposes is to develop Historical Thinking, which requires specific tasks. 
However, several investigations report that many of the activities presented in 
school textbooks are limited to the use of the lowest cognitive levels, not 
achieving the intended Historical Thinking of students. Faced with this singu-
larity, it is valid to ask how we can use some tools to validate that the activi-
ties fulfill the expectations of cognitive complexity. In this paper, we discuss 
the use of an AI to evidence whether it can help as a support tool for this task. 
The results show that the task of assigning the predominant cognitive level is 
challenging even for highly qualified experts, and that the AI results match at 
least with expert’s assessment using some of the taxonomies considered, ex-
cept for one activity. On the other hand, there is a high appreciation by experts 
of the potential of ChatGPT to both classify and argue its decisions, although 
there are also some risks to be considered.

Keywords: Artificial Intelligence, ChatGPT, cognitive complexity, historical 
thinking.

13.1. Introduction
In the subject of History, from the perspective of the develop-
ment of skills and competencies, in recent decades, the focus has 
been placed on students being able to develop “historical think-
ing”, which is defined as the deployment of a set of specific skills 
of the discipline to ensure that the historical facts of the subject 
of History are not memorized, but constructed by the students 
themselves through the use of historical evidence or sources to 
generate an interpretation of the facts, emulating the work of a 
historian (Wineburg, 2001; Kitson, et al., 2015; Sáez-Rosenk-
ranz, 2017). In this sense, the teaching of historical thinking 
consists in initially posing a problem or research question that 
guides the inquiry that students will carry out in the historical 
sources, in order to solve the problem posed or provide an an-
swer to the question (Seixas & Morton, 2013; Kitson et al., 2015; 
Henríquez et al., 2018).

The levels of cognitive complexity identifiable in didactic 
tasks that seek to develop specific objectives and skills, as is the 
case of historical thinking, can be identified through the use of 



20713. Using Artificial Intelligence to Assess the Level of Cognitive Complexity Involved...

taxonomies that describe what the student does at the cognitive 
level and, at the same time, allow us to show whether these ac-
tivities really promote the development of this specific skill of 
the subject. Bloom’s Taxonomy (in the Anderson and Krath-
wohl’s revision) has been used as a means in several studies 
(Sáiz, 2014; Gómez & Miralles, 2016; Martínez & Gómez, 2018) 
to identify the levels of complexity of textbook tasks. This taxon-
omy proposes 6 levels that are presented continuously and as-
cending in complexity, although they are not necessarily inter-
preted as linear, in the sense that a student, when working at one 
of the highest levels, has necessarily passed through all the previ-
ous levels (Förster & Rojas-Barahona, 2017). These levels are: 
“remember”, “understand”, “apply”, “analyze”, “evaluate” and 
“create”. Regarding the levels of cognitive complexity but specifi-
cally focused on the subject of History and historical thinking, 
Sáiz (2013) has formulated 3 levels in which there is correspond-
ence with the levels of Bloom’s Taxonomy (Anderson and Krath-
wohl’s revision): “low”, where students locate and repeat infor-
mation extracted from historical sources, corresponding to 
Bloom’s “remember” level; “medium”, where students under-
stand information from other sources by paraphrasing, summa-
rizing or schematizing it, corresponding to Bloom’s “under-
stand” level; and “high”, where students analyze, apply and/or 
evaluate information from sources in order to construct new 
knowledge about the past. This last level corresponds to Bloom’s 
“apply”, “analyze”, “evaluate” and “create” levels.

Several studies have investigated the levels of cognitive com-
plexity that are most frequently presented in the didactic tasks of 
textbooks for the subject of History, in order to verify whether it 
is possible to get students to develop historical thinking with the 
support of these activities. In these studies, it is observed as a 
tendency that the levels of complexity that present a greater pres-
ence in the textbooks are those that are lower, and it is highlight-
ed that the higher levels present a very scarce presence (Sáiz, 
2014; Gómez, 2014; Gómez & Miralles, 2016; Martínez & 
Gómez, 2018; Palacios, 2019; Bramann, 2021).

Given the advancement of Artificial Intelligence (AI) in edu-
cation, recent studies (Bolaño-García & Duarte-Acosta, 2024; 
Jiménez et al., 2018; Kasneci et al., 2023; Küchemann et al., 
2023) have explored its usefulness and risks. The capacity of AI 
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as a teaching support tool is recognized, motivating investiga-
tions into its potential applications. In our case, it is crucial to 
evaluate whether AI can effectively classify the levels of complex-
ity of didactic tasks in History, and how reliable its work is ac-
cording to experts in the field.

13.2. Background
The possible applications of AI in education have been actively 
explored in recent times due to its rapid advancement and pro-
gress, however, regarding the opportunities and challenges of-
fered in this area by the use of chatbots such as ChatGPT, au-
thors such as Kasneci et al. (2023) state that the studies conduct-
ed to experiment in this area are at an early stage, with few 
empirical studies being found in the literature. In the field of 
teaching, it is possible to find various uses of AI where it acts as a 
support tool for teaching. For example, according to Bolaño-
García & Duarte-Acosta (2024) from a systematic review done to 
investigate the use of AI in education, it has been detected that 
AI is a tool that can be used for the personalization of learning 
in the sense that teachers can adapt teaching materials to the in-
dividual needs of their students immediately; to provide stu-
dents with instant and personalized feedback on their learning 
tasks and activities; and to automatize administrative and evalu-
ative tasks in which teachers spend a great amount of time, 
among other notable uses. Moreover, Kasneci et al. (2023) re-
port that AI offers opportunities for teaching where it can be 
used for lesson planning or inclusive classes, as well as to gener-
ate questions or activities that promote the participation of peo-
ple with different abilities and/or levels of knowledge; likewise, 
the mentioned authors point out that AI can semi-automatize 
the grading of students, highlighting the strengths and weakness-
es of their work.

Regarding didactic activities for student learning, some stud-
ies have experimented with the use of AI to generate such activi-
ties and evaluate their quality. The study by Küchemann et al. 
(2023) worked with an intervention group that had to create ac-
tivities for the subject of Physics using ChatGPT, which were 
subsequently compared with those created by a textbook-sup-
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ported control group on the same content. In the relevant find-
ings of the aforementioned work, it is highlighted that no sig-
nificant differences were detected in the quality of the activities 
generated by both groups. It is mentioned, however, that one of 
the activities created by the group that used ChatGPT presented 
an important omission that did not allow determining the re-
sponse to the activity. Regarding the taxonomic levels of the ac-
tivities (based on Bloom’s Taxonomy), it was detected that the 
activities generated by both groups were concentrated in the lev-
els of “remember”, “understand” and “apply”, with very few ac-
tivities at the level of “analyze” and “evaluate”, and none be-
longed to the level of “create” in the activities of both groups.

On the other hand, Kwan (2024), using ChatGPT, generated 
an assessment script that included a test, scoring guideline, sug-
gested solutions to the test, and classification of the difficulty 
levels of the test questions based on Bloom’s Taxonomy levels. 
Among the main findings, it was detected that the assessment 
generated by ChatGPT was quite structured. However, it was ob-
served that one question was incorrect; that there were inconsist-
encies in the scoring guideline related to the score of some ques-
tions and the total score given by the chat itself; and that, when 
requesting the solution to the test, the chat only generated the 
solution to one of the test sections (of the two existing in total), 
failing to suggest a solution for the other section. With respect to 
the taxonomic level classification (performed with ChatGPT) of 
the generated assessment questions, it is argued that most of 
them are at the “remember” and “apply” levels, and that two of 
them are at the “analyze” level. Therefore, of the questions gen-
erated by ChatGPT, no questions for the higher levels of “evalu-
ate” and “create” are detected.

From the above mentioned, two aspects stand out regarding 
the generation of tasks using ChatGPT and its subsequent clas-
sification of the levels of cognitive complexity based on Bloom’s 
Taxonomy. Firstly, it is striking that the activities generated us-
ing the chat possess the same frequency trends of taxonomic 
levels as the textbook activities that other studies have classified 
(Sáiz, 2014; Gómez, 2014; Gómez & Miralles, 2016; Martínez 
& Gómez, 2018), namely, activities concentrated in the first 4 
levels of the Taxonomy (those of the lowest cognitive level), 
and very few of the “evaluate” and “create” levels (the highest 
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cognitive levels). Secondly, it is observed that ChatGPT has the 
ability to classify the levels of cognitive complexity of didactic 
activities, taking Bloom’s Taxonomy as a reference; however, 
the referenced studies have not verified whether the classifica-
tion made by the chat is correct, thus it is not possible to affirm 
that this ability, at present, is accurate and effective. This last 
point is of particular relevance, since, as has been suggested by 
some authors (Hashem et al., 2024; Kwan, 2024; Gill et al., 
2024), in some cases ChatGPT can generate inaccurate or incor-
rect data.

Therefore, in this study, we proposed to use ChatGPT to per-
form a classification of the taxonomic levels of a set of didactic 
activities extracted from two textbooks circulating in Chilean 
schools in 2022, specifically from the subject of History, Geogra-
phy and Social Sciences. We also performed a validation, under 
the criteria of experts in the discipline, of the classification and 
arguments provided by the chat to verify its accuracy and relia-
bility

13.3. Methodology
We asked ChatGPT 4 (hereinafter ChatGPT) to analyze didactic 
activities and determine the predominant cognitive level, ac-
cording to the Taxonomies of Bloom (Anderson and Krathwohl’s 
revision) and Sáiz (2013), hereinafter Bloom’s and Sáiz’s Taxon-
omy, respectively. As a case study, we used didactic tasks in the 
field of Historical Thinking. The methodology used in this work 
considers the following stages.

• Selection and Preparation of Didactic Activities. For our 
study, we chose and prepared six didactic activities, all ex-
tracted from two textbooks used in Chilean schools during 
the year 2022. These activities belong specifically to the sub-
ject of History, Geography and Social Sciences. Each of them 
was stored in separate files to facilitate their analysis and 
management.

• Elaboration of Prompts for ChatGPT. We designed specific 
prompts to guide ChatGPT in the analysis of didactic activi-
ties. These prompts are oriented to determine the cognitive 
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level associated with each activity, according to Bloom’s and 
Sáiz’s taxonomies. In addition, ChatGPT was asked to pro-
vide arguments to justify each of its decisions in this classifi-
cation process.

• Obtaining Results. In this phase, we compiled the classifica-
tions made by ChatGPT together with their corresponding 
justifications. These results are based on Bloom’s and Sáiz’s 
taxonomies used in the analysis. This process allowed us to 
evaluate how the chat determines the cognitive levels of the 
didactic activities.

• Expert Critical Assessment. For a detailed and critical review 
of the classifications made by ChatGPT, we convened six 
highly qualified experts, all with doctoral degrees. Initially, 
each expert was asked to determine the predominant cogni-
tive level in the didactic activities, using Bloom’s and Sáiz’s 
taxonomies as a reference. Subsequently, we presented them 
the ChatGPT results and asked them to critically evaluate 
both the classifications and the arguments offered by the chat. 
This analysis focused on identifying the potential risks and 
benefits of using ChatGPT.

13.4. Results
Below we present the findings of our experiment with six didac-
tic activities extracted from two textbooks used in Chilean 
schools during 2022, focusing on the area of History, Geography 
and Social Sciences. These materials are representative of those 
used in the first two years of secondary education (students aged 
14-15 years).

Classification of activities

We prepared and presented the didactic activities extracted from 
the textbooks of the subject of History, Geography and Social 
Sciences to each of the experts. Figure 13.1 is an example of an 
activity presented (the question asks “What does the act of source 
A symbolize? Why was this date chosen?”).
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Figure 13.1. Example of an activity extracted from a textbook.

Each expert identified the predominant cognitive level of the 
didactic tasks, based on Bloom’s and Sáiz’s taxonomies. The as-
sessment was carried out individually by two experts for each ac-
tivity. After completing their classification, they were shown the 
results obtained with ChatGPT for direct comparison. The de-
tails of these evaluations and comparisons are summarized in 
Table 13.1. In the ChatGPT’s column we present the classifica-
tion of both taxonomies and in parentheses the percentage of 
agreement with the experts considering each taxonomy. Interest-
ing situations emanate from these results. Firstly, note that there 
is no agreement among experts in determining the predominant 
cognitive level of each activity, except when using Sáiz’s taxono-
my in Activity 5 and when using Bloom’s taxonomy in Activity 
6. This empirical finding confirms the complexity of this task. 
On the other hand, we see that the classification performed by 
ChatGPT is in line with that of at least one expert (examining the 
taxonomies individually), except in activity 5. We have high-
lighted (gray background) the coincidences between ChatGPT 
and the experts.
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Table 13.1. Experts and ChatGPT results (Ai: Activity “i”, T: Taxonomy, Ej: 
Expert “j”.

A T ChatGPT E1 E2 E3 E4 E5 E6

A1 Bloom Analyze 
(50%)

Analyze Understand

Sáiz High 
(50%)

High Medium

A2 Bloom Analyze 
(0%)

Evaluate Remember

Sáiz High 
(50%)

High Medium

A3 Bloom Evaluate 
(50%)

Evaluate Remember

Sáiz High 
(50%)

High Low

A4 Bloom Analyze 
(50%)

Analyze Remember

Sáiz Medium
(50%)

Medium Low

A5 Bloom Analyze 
(0%)

Evaluate Understand

Sáiz High 
(0%)

Medium Medium

A6 Bloom Evaluate 
(100%)

Evaluate Evaluate

Sáiz High 
(50%)

Medium High

Source: developed by author.

Assessment of the work performed by ChatGPT

As was previously mentioned, once their classification was com-
pleted, the experts were shown the results obtained with Chat-
GPT, asking them to rate (on a scale of 1 to 5) the classification 
and arguments provided by the chat. Table 13.2 shows an exam-
ple of the classification and general arguments provided by 
ChatGPT.
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Table 13.2. Example of classification and arguments provided by ChatGPT

Taxonomy Assigned level Arguments

Bloom (Anderson 
and Krathwohl’s 
revision)

Analyze The task requires the student to interpret the symbolism of 
a public act, understanding the meaning behind the selec-
tion of the date and the relationship to a historical event. 
This demands analytical skills to connect the visual infor-
mation with previous knowledge of history and politics.

Model of Sáiz 
(2013)

High The student must go beyond the mere identification of visual 
elements or textual comprehension (low and medium levels). 
They are expected to make a critical evaluation of the act in 
its historical and political context, which implies the crea-
tion of new information from a deep reflection on the sym-
bology and intentionality behind the selection of the date.

The average rating is shown in Table 13.3. It is interesting to 
note that there is a high valuation in both dimensions. On the 
other hand, the experts based their ratings both on the classifica-
tion and on the arguments provided by ChatGPT. Among their 
justifications (free text), based on identifying benefits and risks, 
the experts show interest and surprise in the classification made 
by ChatGPT, but they also state as a risk that teachers may slight-
ly accept the results and rely too much on the tool. They make 
explicit reference to the fact that the tool can be wrong, and that 
some historical contexts may not be well understood, which can 
lead to errors in the results.

Table 13.3. Average ratings in the classification and arguments provided 
by ChatGPT (Ai: Activity “i”).

INDICATOR A1 A2 A3 A4 A5 A6

Average rating  
in the classification

4 4 5 5 3 5

Average rating  
in the argument

5 4.5 5 5 4 5

Source: developed by author.

13.5. Conclusions and Projections
The achievement of the learning objectives is of utmost relevance 
for the quality of the teaching that is delivered. In this sense, one 
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of the aspects to consider and review in teaching is the complex-
ity of the didactic activities proposed to students, to ensure that 
they are appropriate to the expected learning, for which Bloom’s 
taxonomy (Wang et al., 2021), or others specific to the subject, 
can be used. If the subject of History is intended to develop his-
torical thinking, the most appropriate levels of complexity 
should be the highest (Sáiz, 2014; Palacios, 2019; Bramann, 
2021). The use of AI as a tool for the task of classifying activities 
can be valuable and contribute greatly to quality teaching.

The results of our experiments indicate an initial finding: the 
difficulty of assigning a specific cognitive level to didactic activi-
ties, despite the fact that these were selected directly from school 
textbooks and are well defined. This complexity is evidenced by 
the lack of consensus among experts, even using a commonly 
employed taxonomy such as Bloom’s. This finding suggests the 
importance of expanding research to other areas of knowledge to 
better understand these challenges. A second significant finding 
of our study is that, for each didactic activity (except for Activity 
5), the ChatGPT’s results match at least the classification provid-
ed by one of the experts, when considering the taxonomies indi-
vidually. This coincidence indicates that the ChatGPT’s classifi-
cations are in line with the experts’ evaluations, showing relevant 
consistency. This result suggests that the tool, in terms of classifi-
cation, does not present significant deviations or obvious errors 
that could be considered as “hallucinations” in its responses. 
The third finding of our study is the experts’ favorable assess-
ment towards the use of ChatGPT in the assigned task, both in 
terms of classification and argumentation. However, experts also 
warn about the need for caution when using this tool. They 
highlight the importance of avoiding overconfidence of teachers 
and recall that, like any automated tool, ChatGPT is not error-
free (Hashem et al., 2024; Kwan, 2024; Gill et al., 2024), e.g., in 
challenging contexts such as assigning a level of cognitive com-
plexity where there are various reasons that can make this task 
difficult. For instance, in some cases, an activity can be associat-
ed with more than one level of Bloom’s taxonomy (Rawat et al., 
2023) or the amount of time and resources associated with this 
task when it is performed considering a big amount of activities 
(Rawat et al., 2023; Wang et al., 2021), which is why it is neces-
sary to work on an automated tool to support it. This balance 
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between recognition of its usefulness and awareness of its limita-
tions is crucial for its effective application in educational con-
texts.

The current results lead us to plan future research in two key 
directions: to extend the empirical evidence with a wider range 
of didactic activities and to diversify the areas of knowledge stud-
ied. In the medium term, our goal is to develop a software tool 
based on recent advances in AI. This tool will support decision 
making in assigning levels of cognitive complexity to didactic ac-
tivities and will be aimed primarily at trainee and novice teach-
ers as initial users.
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14.1. Introduction
Educational centers must be considered centers for learning and 
co-existence, and the way in which spaces are organized within 
them will determine the working and social relationships. Due 
to the influence of educational organization on our lives, we 
must analyze it from the curricular and pedagogical perspective, 
as well as from the psychological and sociological perspective. 
The term space admits different definitions and, therefore, differ-
ent conceptualizations, taking into account that it generally 
means “indefinite expanse”, i.e., area without limits that con-
tains all finite extensions. 

According to Madrid and Mayorga (2012) and Camacho 
(2017), the school space is the container and content of the 
structured teaching-learning situations, understood as a material 
reality that influences the educational action. 

In the current context, González-Zamar and Abad Segura 
(2020) considered physical space as a learning factor and pro-
posed that the planning, design and organization of space exerts 
great influence on the movements, behaviors and learning of 
students. Moreover, the design and organization of space allows 
favoring the cultural exchange of rules and values, as well as life 
and attitudinal learning (Shernoff et al., 2017).

In the studies conducted by Barret et al. (2017), Daniels 
et al. (2007) and Tse et al. (2015), a positive relationship has 
been reported between the properties of physical space, the 
methodology used and the influence of both on the teaching-
learning process of students. According to Maxwell (2016), the 
adaptation of spaces favors the development of positive emo-
tions, greater integration and better values among the students. 
Similarly, an adequate space promotes the social connection of 
the students, as well as collaboration, reflection and the ex-
change of ideas (Oblinger, 2005); fosters cognitive develop-
ment (Fraser, 2018; Lin-Siegler et al., 2016); favors early literacy 
(Fraser, 2018); and promotes more active methodologies (Aca-
so & Megías, 2013). Physical space also influences the planning 
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of curricular elements: objectives, content selection and timing, 
classroom organization and monitoring, and evaluation and 
motivation of students and teachers (González-Calvo et al., 
2018).

In space planning, it is important to consider not only chil-
dren but also adults (teachers, parents, educators and assistants), 
to ensure that they all have spaces to comfortably carry out their 
tasks, duties and relations. 

Thus, space can transform and directly influence learning and 
the development of people and organizations. 

School space understood as a learning environment

Upon entering an educational center, the walls, the furniture 
and its distribution, the dead spaces, the people and the decora-
tion show the types of activities that are carried out in it, the 
communication among students, the interests of the students 
and teachers, the relationships with the outside world, etc. As 
was stated by Iglesias (2008), the term “space” refers to physical 
space, that is, the buildings for activities, characterized by the 
objects, didactic material, furniture and decoration. On the oth-
er hand, the term “environment” refers to the set of physical 
space and the relationships that are established in it (affections, 
interindividual relationships among children, between children 
and adults, between children and society as a whole, etc.). 
Chacón and Triana (2020, p. 11) stated that “...for the design of 
school environments, it is fundamental to consider the hetero-
geneity of spaces, where each space has relevant characteristics 
and furniture for the programmed activity, two or more access 
points, free-leisure areas and common zones”. Likewise, Urda 
and Leal Laredo (2017) claimed that the following aspects 
should be considered when designing a space that promotes ed-
ucation and the construction of knowledge: the identity of the 
building with respect to its immediate context; flexibility and 
permeability; transition space; and the heterogeneity of class-
room spaces.
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14.2. Dimensions of the Space/Environment 
in Early Childhood Education Centers

According to Iglesias (2008), we can analyze three dimensions 
in the spaces of educational centers: physical, functional and 
temporal. 

Physical dimension

Which refers to the physical space (center, classroom, annex 
spaces...) and its structural conditions (floor, windows...). It also 
comprises the objects of the space (materials, furniture and dec-
orative elements) and their decoration (ways of distributing the 
furniture and the materials within the space). 

Decree 149/2009, of May 12th, which regulates the centers 
that teach the first cycle of early childhood education, by the 
Government of Andalusia (Spain), version in force 1/1/2024, 
gathers the minimum criteria of every early childhood education 
center in Chapter II, Article 11, which states that centers with the 
first cycle of early childhood education must be in buildings of 
educational use and with independent access, with architectural 
conditions that enable access for people with disabilities. 

Article 13 gathers the facilities and material conditions of 
centers of the first cycle of early childhood education, including 
the following:

• One room per unit with a minimum of two square meters per 
school placement, with a total minimum of thirty-six square me-
ters. The rooms for children under two years of age will have dif-
ferent areas for resting and hygiene. 

• A space adapted for cooking.
• A multipurpose room of a minimum of thirty-six square meters 

that may be used as a cafeteria.
• A play yard of a minimum of sixty-five square meters.
• One restroom per room for children aged 2-3 years, which must 

be visible and accessible from the room and will have two sinks 
and two toilets. 

• One restroom for the staff, separated from the units and services 
of the children, with one sink, one toilet and one shower.
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• A differentiated space for the administration and coordination 
activities. (p. 5)

On its part, Royal Decree 132/2010, of February 12th, estab-
lishes the minimum requirements of centers that teach the sec-
ond cycle of early childhood, primary and secondary education 
in Spain. These centers must meet, at least, the following re-
quirements about the facilities that are common to all centers 
(Article 3, point 2, p. 5-6): being in independent buildings, 
meeting the safety and energy-saving conditions, and having 
ventilation, natural lighting and conditions of accessibility for 
people with reduced mobility. The centers that teach the sec-
ond cycle of early childhood education must have a minimum 
of three units. Article 6 gathers the facilities and material condi-
tions of these centers:

• One classroom per unit, with an area that suits the number of 
authorized school placements, and a minimum of 2 square me-
ters per school placement. 

• A multipurpose room of thirty square meters.
• A play yard that can only be used by the center, with an area of at 

least 150 square meters for every six units or fraction, and a dif-
ferentiated schedule of use if the center has students of other ed-
ucational stages. (p. 6)

In general, in order for school spaces to be adequate, they 
must meet three types of conditions:

• Pedagogical conditions, such as: adaptability, which implies 
the possibility that a building may admit changes; flexibility, 
to modify spaces and make them convertible and moldable; 
and communicability among spaces. 

• Physical conditions: location, far from dangerous areas; ori-
entation; classroom structure, which can be linear or nucleat-
ed; sufficient rooms (rest rooms, toilets, multipurpose 
rooms...); favorable acoustic conditions; lighting, enough nat-
ural light; natural ventilation; and adequate heating.

• Compliance with the general conditions according to the reg-
ulations in force. 
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There are different classifications about physical spaces in ed-
ucational centers. Next, we present the classification of Domène-
ch and Viñas (2007): teaching, leisure, services, management, 
and movement. Each of them is briefly explained below.

Teaching space: In these spaces, an educational activity is car-
ried out, which has been programmed and ordered according to 
the curricular needs of each class or stage. 

The equipment of each classroom must respond to the funda-
mental activity that is carried out in it, whether it is specific of 
the area (audiovisuals, library...) or general, and it will be adapt-
ed to each educational level or stage. 

The teachers must have sufficient technological equipment: 
slide projectors, computers, speakers, printers...

The furniture and distribution of the classroom must favor 
three important aspects: easy and direct access to the materials; 
the presence of spaces for the permanent presentation of the 
classroom activity; and the free expression and participation of 
the students. 

The classroom design must be taken care of considering char-
acteristics like size, aesthetics, luminosity, distribution, shapes, 
color, decoration... adapting them to their age, with the aim of 
favoring creativity, communication and participation. It is im-
portant for the students to participate in the adaptation of the 
spaces of the center. 

Regarding the materials of early childhood education class-
rooms, these can be grouped into assembly materials (cork 
board, children’s books, audio material...), material for working 
stands (each stand must have a large recipient to store the neces-
sary materials), material for workshops and learning environ-
ments (material classified by groups and colors, such as pencils, 
crayons, markers, scissors...) and other types of materials (poster 
board, clay, tissue paper, cellophane...). 

Leisure space: In these spaces, the students express them-
selves and act freely and spontaneously, although they must 
meet an educational end. These spaces are: play yards, games 
rooms, etc. 

Due to the minimum budgets, centers must potentiate their 
imagination and make good use of the materials to enrich the 
leisure experiences of the students. Thus, the following aspects 
are considered: 
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• The yards can be livened up with slides, tunnels made of dif-
ferent materials, large-diameter tubes, unleveled terrain, 
swings, bicycles, etc. 

• Floors with geometric shapes: squares, triangles, chess boards, 
games such as hopscotch...

• The yard can be used for handicrafts, painting and modelling; 
the installation of benches of different heights for multiple 
uses would be enough, which can also be employed for resting.

• A high platform can be used as stage, etc.
• Parts of the yards can be used for relaxation and individual 

concentration, gardening, crops, small ponds, etc. 
• Walls for panels, which can be decorative and employed for 

advertising, announcements, etc. 

Service spaces: mainly formed by sanitary spaces and the caf-
eteria. The cleanliness and order of these places is fundamental 
for their correct use. 

Management spaces: these include not only the offices for 
secretaries, principals and caretakers and a teachers’ room, but 
also a meeting room and rooms for individual and collective 
work for teachers. 

Spaces for circulation and communication: mostly formed 
by corridors, halls, stairs... said spaces have two main functions: 
enable physical circulation between the facilities and favor work 
communication in the center.

The entrance is the first space through which children and 
parents get in contact with this new environment. Therefore, it 
could be set in the following manner: 

• Objects that are familiar to the children. 
• A place for families, in a peaceful and pleasant framework. 
• A space for communication and information. For informa-

tion, there could be panels to communicate any type of infor-
mation aimed at parents, such as: 
– Menu of the day if there is a cafeteria. 
– General advice: meetings, trips... 
– Presentations of the productions of the children. 

The corridors are places of communication, like the entrance, 
although they should have specific information about the ac-
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tivities that are carried out in the different classrooms and work-
shops, with the possibility of exhibiting samples of the works 
done by the children. The type of communication we can offer 
are moments of everyday life, pedagogical projects, habits and 
routines, interactions among children and between children 
and educators, knowledge processes, and artistic expression in 
school.

Great common space: it is also important to highlight the 
importance of a space of common use for the entire center (stu-
dents, parents, teachers...). The existence of this space may facili-
tate the organisation of debates, open discussion forums, confer-
ences, extracurricular activities, cultural weeks..., etc., which may 
be a dynamizing element that would favor the development of 
the educational project of the center. 

Table 14.1. Classification of spaces of Doménech and Viñas (2007)

Teachers Classroom; library; specific-use rooms; audiovisual rooms

Leisure Play yards; game rooms 

Services Cafeteria; restrooms

Management Secretary; meeting rooms

Circulation Corridors; stairs; halls

Common multipurpose room Multipurpose rooms

Note. Developed by author.

Functional dimension

This is related to the way in which the spaces are used, their mul-
ti-usage, and the type of activity they serve. Thus, spaces can be 
used by children autonomously or under the direction of the 
teacher. Multi-usage refers to the different functions that a single 
physical space can assume (e.g., the rug is the meeting place for 
communication during assemblies, and later on it is the place 
for construction). Lastly, with regard to the types of activities 
that the children can carry out in a certain physical space, the lat-
ter acquires a certain functional dimension, e.g., construction 
place, symbolic game, music, library, etc.
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Temporal dimension

This dimension is linked to time management and, consequent-
ly, to moments when the spaces will be used. The time of the 
different activities is necessarily bound to the space in which 
they are carried out: time for playing in the areas, communicat-
ing with others in the assembly, storytelling, cafeteria, recess, in-
dividual or small-group work, etc., as well as the time for free 
and autonomous activities, and planned and guided activities. 
However, in addition, the temporal dimension also refers to the 
pace (quick or moderate) at which the class develops, i.e., the 
tempo. 

14.3. Artificial Intelligence and Educational 
Spaces in Early Childhood Education

Artificial Intelligence (AI) is a reality that is present in the lives of 
people, facilitating many tasks (Estupiñán et al., 2021), and, due 
to its appearance in our daily living and its proliferation and de-
velopment in many aspects of our lives, it seems necessary to 
learn to use it and know its advantages and disadvantages in the 
scope of education. Although it is a relatively new technology, it 
is increasingly evident that it will have a great repercussion in the 
future (Navarro, 2018). As was stated by Marqués Cobeta (2023, 
p. 28), it must be implemented “as a fundamental tool for the 
improvement of the educational experience that is beneficial for 
both teachers and students in all educational stages”. 

The use of AI can be understood as an effective learning in-
strument that unburdens the teacher and offers efficient learning 
experiences for the students (EDUCAUSE, 2023). We highlight 
some of the ways in which AI may influence the design of spaces 
in the classrooms of early childhood education.

With the use of AI-based software and tools, teachers can ob-
tain precise data that allow them to predict facts and search for 
better solutions and classroom designs to adapt to the needs of 
their students.

AI tools generate images from text, which allows applying 
collaborative and multidisciplinary approaches, such as the co-
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creation and co-design of educational spaces of early childhood 
education (Cobeta, et al., 2023; López-Forniés & Asión-Suñer, 
2023), with the need to design differentiated and fluid spaces 
according to the educational activity that is carried out in them 
(Durá-Gúrpide, 2016). AI systems allow gathering data of per-
formance, needs, learning styles and preferences to design class-
room spaces and, thus, create personalized activities (Hutchins, 
2017; Pimienta & Mosquera-Martínez, 2022). Through this 
technological tool, it is possible to organize personalized learn-
ing environments, by analyzing the learning style of each stu-
dent, and create different environments, maximizing their use 
and efficiency, in addition to providing real-time information 
about the performance of the students, with the possibility of 
adjusting the space and methodology (Montiel-Ruiz & López-
Ruiz, 2023; Prendes-Espinosa, 2023). For example, an AI sys-
tem may suggest the teacher which resources she/he may offer 
to her/his students, based on the study of the space in which 
they work most motivated and relaxed (Peñaherrera-Acurio 
et al., 2022). 

Similarly, AI can define spaces that encourage collaboration 
and cooperative work, by designing flexible groups, and allow-
ing for temperature, lighting and sound adjustment, in order to 
maximize concentration among the students. A very novel as-
pect of AI is that it improves safety in educational centers, due 
to smart surveillance systems that can detect risk situations. 
With AI, it is possible to design classrooms that can be accessed 
by students with disabilities, which allows compensating op-
portunities. Lastly, AI improves energy efficiency and reduces 
the costs in classrooms and educational centers, which reduces 
the environmental impact. To sum up, AI enables the design of 
sustainable classrooms for early childhood education to pre-
serve the space in which children live. Using AI tools and the 
Floorplanner application, we present the design of the follow-
ing propositions of spatiograms for classrooms of early child-
hood education for children aged 0-3 years (see images 14.1 to 
14.6)1

1. Note: Spatiograms designed with AI by Jesús Martín Pérez (4th year student of 
the Degree of Pedagogy, University of Seville).
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Image 14.1. Spatiogram (2D).

Image 14.2. Spatiogram (3D).
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Image 14.3. Spatiogram (2D). 

Image 14.4. Spatiogram (3D). 
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Image 14.5. Spatiogram (2D).

Image 14.6. Spatiogram (3D).
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The process followed for the design of the classrooms con-
sisted in the steps described below:

  1. Signing in the website of “Floorplanner” to start using its es-
tablished functions.

  2. Starting the spatiogram. In the homepage of “Flooplanner”, 
the user accesses the “Projects” option, and then selects the 
option “Create new project”. 

  3. Main data of the project: after clicking the “Create new proj-
ect” option, the user adds those data that characterize the 
project (name, country, labels...).

  4. Room assistant: although the tool offers a total of 3 options 
(room assistant, uploading floor plan and empty plan) after 
introducing the data of the project, the plans that were intro-
duced in this case were created from the ideas provided by 
the assistant. 

  5. Room shapes: the shape of the spatiogram is selected based 
on the ideas and structures conceived by the user.

  6. Dimensions: the dimensions are introduced, which will take 
into account the total area, height of the ceiling, Dimension 
A and Dimension B. 

  7. Room style: here begins one of the most remarkable aspects of 
the tool, since a large number of decoration styles are provided.

  8. Educational plan: in this step, most of the work of this proj-
ect is conducted. Through the control panel, the user can ac-
cess different options, such as “Build”, “Information”, “Ob-
jects”, “Finishing”, etc.

  9. Export image: once the educational plan is complete, the 
user selects the option that appears at the top right of the 
screen in orange (“Export Image”). Then, the user decides 
whether to export the image with a certain quality, i.e., in 2D 
or 3D, as well as the format of the image. 

10. Download file (spatiogram): after exporting the image, it is 
necessary to go back to the control panel, as is mentioned in 
step 8, which includes the “Export” option. This section in-
cludes all the exports that have been made and the down-
loaded files. 

Lastly, it is important to highlight some of the AI tools that 
can be used in the scope of education to create and edit images: 
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Midjourney, Bing, LeiaPix, Dreamstudio, Leap AI, Magician De-
sign, PicWish, Getimg ai, StockimgAI, Removebg, and Florplan-
ner. To create and edit videos: Boomy, Voicemod, Lovo AI, Elev-
en labs, Songburst AI, Adobe Podcast, and Buzz AI. With Ma-
chine Learning (automatic learning), it is possible to analyze a 
large amount of data and suggest adjustments in the design of 
classrooms in real time.
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Abstract
The present chapter aims to explore the new digital tools applied to enhance 
teaching in the field of anatomy. Thus, tools such as the virtual dissection ta-
ble for human bodies, interactive anatomical atlases, supplementary virtual 
material to traditional textbooks, and platforms for interacting with students 
in class, among others, will be thoroughly analyzed to assess the possibilities 
that new technologies offer to health science students in the 21st century. 

Keywords: anatomy, teaching innovation, Artificial Intelligence, new tech-
nologies.

15.1. Historical Context of Anatomy Education
Since its inception, the learning of anatomy has embraced peda-
gogical models imposed by society. Over time, teaching strate-
gies for this discipline have evolved in accordance with different 
educational paradigms, primarily focusing on cadaver dissec-
tion. The use of wax to model figures has ancient origins, espe-
cially in the artistic field, initially employed for the creation of 
objects with religious significance, such as statues of saints and 
nativity scenes. 

At present, our legal system lacks specific and systematic regu-
lation governing the donation of cadavers for educational and 
research purposes in Human Anatomy, although there is regula-
tion for other activities related to cadavers. Anatomical practices 
are currently governed by various technical documents such as 
the Barcelona Act of 1996 and the Madrid Act of 2015, both de-
veloped by the Spanish Anatomical Society.

Throughout the early 20th century, a modern period for anat-
omy, following the discovery and description of all anatomical 
organs and structures in the human body, a technological race 
began for the visualization of structures or organs of living hu-
mans, i.e., bioscopic anatomy. This era includes milestones such 
as Roblat obtaining the first image through nuclear magnetic 
resonance in 1948, Ian Donald’s development of echography 
(1950), and Computed Tomography developed by Hounsfield 
in 1967. In 1990, the German scientist Gunther Von Hagens suc-
cessfully plastinated his first human body through a process 
known as plastination. In this process, water is extracted from 
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the body using cold acetone, and then it is replaced with a hard-
enable plastic solution (Zurdo, 2007). Despite all this, until very 
recently, the most accessible aid for anatomy students has been 
anatomical atlases in paper form, with Eduard Pernkopff’s Atlas 
of Human Anatomy (1888-1955) considered the most perfected 
(Hildebrandt, 2009).

The rapid development of science and technology in the last 
half of the 20th century has also been incorporated into the 
study and teaching of anatomy, influencing the institutions 
where it is taught and the methods of knowledge transmission 
(Araujo-Cuauro, 2018). In 1991, an online resource for the 
training of surgeons and anatomy students emerged; it was an 
interactive atlas with high-resolution three-dimensional images, 
known as the ‘Vesalius Project’ (Mccracken & Spurgeon, 1991). 
Many other atlases have followed suit since the introduction of 
this project.

In the teaching and learning of this basic science, the current 
21st century has witnessed methods based on group work, ana-
tomical software enabling virtual dissection, body painting anat-
omy, body projection anatomy, and palpation anatomy, among 
others. All of this is within the context of teaching to learn a ‘liv-
ing anatomy,’ a dynamic anatomy based on both virtual and re-
al-world realities.

Visual information in anatomical education is crucial, transi-
tioning from 2D materials with static two-dimensional images 
(anatomical atlases, slides, etc.) to 3D visualization technolo-
gies, considering the human body as a three-dimensional spatial 
form. In this regard, an example is the integration of 3D videos 
(with visual and auditory information) as auxiliary teaching 
tools in current curricula, as it could be beneficial in enhancing 
students’ understanding of spatial relationships among different 
structures and their reasoning skills (Bernard et al., 2020). Prior 
to the emergence of 3D videos, this issue has been partially ad-
dressed using commercial synthetic disassemblable models or 
plastination models. However, it is important to note that virtu-
al reality contributes to anatomy education, but manipulating a 
living human body or cadaver, in most cases, has no possible 
substitute. Therefore, while virtual reality serves as an excellent 
didactic method, it remains a complementary alternative to the 
traditional method of dissection (Araujo-Cuauro, 2018).
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Now the question is: Are these methods preferred by students 
over traditional methods? (Grignon & Duparc, 2021). According 
to the work of García-Barrios and colleagues, specifically in the 
Medicine Degree, students, even with the aid of modern tools, 
still prefer to practice with cadavers (García-Barrios et al., 2023).

15.2. Artificial Intelligence in Anatomy
Definition and available evidence of AI usage

AI is defined as the capability of machines to use algorithms, 
learn from data, and apply that learning in decision-making, 
akin to a human being (Rouhiainen, 2018). Currently, AI is con-
sidered a powerful tool with multiple applications, ranging from 
the financial world to education, and extending to its use in clin-
ical settings (Chan & Zary, 2019). It is being utilized as a support 
for the study and practice of anatomy, as evidenced by the work 
of Ghosh (2022) and Moro (2023). So much so that Tolsgaard 
and colleagues, in the past year, determined that the use of AI is 
more widespread than other technologies in terms of learning 
and assessment (Tolsgaard et al., 2023).

The study of anatomy is crucial for diagnosis and treatment 
across all healthcare professions. Students in medical undergrad-
uate and postgraduate programs, as well as medical profession-
als, regard macroscopic anatomy as fundamental. This signifi-
cance arises from the fact that surgical procedures and other in-
vasive interventions require anatomical knowledge for proper 
execution, making this field the cornerstone of medical educa-
tion. The study of anatomy has often been perceived as tedious 
by students, mainly due to outdated teaching approaches. While 
the most effective teaching method has not been definitively de-
termined, success is known to lie in the integration of multi-
modal methods in learning.

In recent years, numerous studies have explored the various 
applications of AI in medical education, leading to the conclu-
sion that one of its most valuable features is the ability to iden-
tify specific knowledge gaps in each student and assist in rein-
forcing learning in those areas. This proves particularly benefi-
cial for students with special needs. Additionally, the integration 
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of AI in health sciences education has been observed not only to 
enhance the teaching of the subject matter but also to increase 
student engagement, indirectly fostering greater motivation and 
satisfaction with the learning process (Bayne, 2015; Holmes 
et al., 2019; Savage, 2021).

A study published in 2022 identifies several advantages of 
implementing AI in the education of medical students. Firstly, it 
promotes self-directed learning tailored to the individual needs 
of each student. Secondly, it reduces the resources required for 
effective learning. Additionally, the learning process is character-
ized by greater depth, divergence, and a reduction in errors, 
thereby enabling efficient problem-solving. Other benefits in-
clude the use of automated and remotely controlled systems ca-
pable of storing vast amounts of valuable data. Finally, this 
methodology is considered user-friendly for the newer genera-
tions (Abdellatif et al., 2022).

Figure 15.1. Diagram outlining the advantages of AI application in medical stu-
dent education based on the study by Abdellatif and colleagues in 2022.

Among the tools currently propelled by Artificial Intelligence 
(AI), we encounter Virtual Reality (VR), Augmented Reality (AR), 
and Robotics (Sousa et al., 2021). The distinction between VR 
and AR lies in the fact that VR illustrates anatomical structures 
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on mobile devices without a connection to the real world, 
whereas AR contextualizes these images in our lived environ-
ment, resulting in a more impactful experience. Both tools signi-
fy a shift in the anatomy learning process, involving increased 
student interaction with a subject that has often been considered 
theoretical, challenging, and static. AR and VR provide enhanced 
visualization of specific complex anatomical structures and body 
regions. Although they seem to contribute to improved learning, 
it is crucial to conduct well-designed research studies analyzing 
academic performance and student satisfaction when utilizing 
these tools (Bölek et al., 2021; Chytas et al., 2020; Karbasi & Ni-
akan Kalhori, 2020; Mendez-Lopez et al., 2022).

Historically, the learning of human anatomy has been 
grounded in cadaveric models, proving to be a valuable resource 
for students’ learning processes. However, over the past few dec-
ades, there has been an imbalance between the supply and de-
mand for anatomy studies. The availability of cadavers for dissec-
tion has decreased, while the number of students and institutions 
dedicated to the study of anatomy has been on the rise. Given 
this scenario, the necessity to apply AI for anatomical studies has 
grown, leading to the development of more sophisticated AI 
models, particularly highlighting artificial or convolutional neu-
ral networks. These networks have the capability to search for op-
timal solutions, functioning almost like a human brain, and even 
could plan surgeries remotely (Ramesh et al., 2004).

While this situation does not replace learning from cadaveric 
models, it proves to be immensely helpful as an assistant in 
practice. Moreover, it is imperative for teaching methods in anat-
omy to evolve and undergo restructuring in line with changes in 
educational curricula. Simultaneously, educating students in var-
ious AI tools is of great importance, as their application in clini-
cal settings is on the rise. This approach not only enhances ana-
tomical knowledge but also develops skills and competencies 
essential for professional healthcare practice (Guimarães et al., 
2017; Rockarts et al., 2020).

Recent research determines that AI can be integrated into the 
teaching of anatomy through the development of applications 
for more intricate branches such as embryology or pathological 
anatomy. These applications can provide the option to utilize 
3D models for analyzing complex dissectible structures. The im-
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plementation of AI in anatomy education offers the potential for 
continuous feedback to students, akin to simulating clinical 
anatomy sessions through robotic systems that guide students in 
interventions, fostering self-confidence. Additionally, its applica-
tion would involve the creation of an updated repository of lit-
erature, the facilitation of online self-assessments through digital 
tools (which will be discussed later), and the development of 
practical study videos for use outside the classroom (Abdellatif 
et al., 2022; Lazarus et al., 2022).

Critical analysis of the impact and necessity 
of AI in the study of anatomy

Despite the undeniable potential positive qualities that artificial 
intelligences present in the future global landscape, we must not 
forget that these technologies are still in the developmental 
stage, and their subsequent results depend on the training meth-
ods employed. Therefore, numerous crucial factors in the profes-
sional and personal development of health sciences students 
hinge on the proper use of these technologies.

Development and maturity of the student: critical thinking
One of the fundamental elements of higher education should be 
the development of critical thinking, accompanying the student 
in a process of intellectual maturation throughout their instruc-
tion. However, it is evident that the current educational system 
often emphasizes the ability to complete assessments purely reli-
ant on memorization skills, at the expense of reasoning, compre-
hension, and even the ability to understand the “why” behind 
fundamental aspects of a subject.

In this regard, the implementation of digital tools, along with 
the technological revolution brought about by text processing 
AIs, such as chat-GPT, could entail a significant loss of one of the 
fundamental pillars of the educational process in higher educa-
tion. If students lose the opportunity to develop their capacity for 
creative writing, to hone their skills in creating scientific content, 
and ultimately, the ability to craft academic manuscripts – which 
form the bedrock of intellectual progress in society – we are con-
fronted with a problem of great complexity and magnitude.
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Social aspects
We must be aware of the kind of healthcare professionals we aim 
to empower; numerous aspects related to interpersonal skills, 
emotions, and social abilities qualitatively and quantitatively in-
fluence what could be termed a “fully qualified professional.” 
The ability to excel in a written test is a skill that can be entirely 
trained in a virtual environment. However, it does not allow the 
student to develop all the capacities and skills required for the 
optimal development and execution of their future profession.

Firstly, the student-teacher relationship, in capable hands, can 
be a paradigm-shifting revolution for motivated students. Para-
phrasing Newton, we can see farther because we stand on the 
shoulders of giants. A teacher with extensive professional and 
teaching experience has the potential to broaden the minds of 
their students, molding them so that successive generations of 
healthcare professionals become increasingly competent. This al-
most relegates the educational capacity of artificial intelligences 
to a nearly anecdotal level. Human relationships, in general 
terms, and especially in professions such as medicine or nursing, 
constitute one of the central axes of the profession. Trust between 
healthcare provider and patient, human interaction, the ability 
for empathy, dialogue, and emotional support are fundamental 
aspects acquired and developed through human interaction.

Furthermore, in the context of anatomy, there is another fun-
damental element that is currently impossible to replace with AI: 
anatomical dissection. Human dissection involves a real connec-
tion with the human body, accompanied by a set of ethical as-
pects related to the relationship between the student and the do-
nor. Such activities not only enhance teamwork but also help 
develop crucial competencies, such as self-reflection or “de-
tached concern”1 through emotional interaction with the donor 
(Böckers, 2020; Cornwall et al., 2023). Ultimately, for many stu-
dents, it is their first clinical encounter with death, which un-
doubtedly brings benefits to their future professional develop-
ment. While it is true that practice might be a stress-inducing ele-
ment for the student, evidence suggests that the most intense 
reactions occur in anticipation (Böckers, 2020). In any case, 

1. Describes the effort of medical professionals/students to “care” for the patient/
body donor, but yet “not get too close”. (Böckers, 2020)
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there are currently no substitutes that can match the benefits of 
dissection (Romo-Barrientos et al., 2020).

15.3. Digital Tools for Learning Improvement
Virtual anatomical dissection tables

Recently, a life-sized computerized table has been designed, in-
tegrating Computed Tomography, X-rays, Ultrasound, and Mag-
netic Resonance Imaging to generate stereoscopic images of vari-
ous parts of the human body. This innovative tool, known as 
Anatomage (3D Anatomy and Physiology Simulation Systems 
Anatomage), facilitates virtual dissection and reconstruction of 
the human body. Through a fully interactive multitouch screen, 
students can dissect the body, navigating through layers of tissue 
or using a virtual knife to cut and visualize internal structures. 
The precise details and rich content it provides capture the atten-
tion and interest of students. Moreover, it finds extensive appli-
cations in surgical education (García-Martín et al., 2018).

In a study conducted in the USA, the effectiveness of learning 
anatomy for specific body regions using the Anatomage table 
was compared with traditional cadaveric dissection. The results 
indicated a higher level of enthusiasm and perceived learning 
when utilizing the Anatomage table, especially in specific ana-
tomical regions such as the musculoskeletal system of the upper 
and lower limbs (Baratz et al., 2019). For other authors, the 
combination of the virtual dissection table with traditional 
methods of anatomical training and the use of real cadavers en-
hance the effectiveness of learning in this subject (Kavvadia 
et al., 2023).

Interactive 3D Atlases

Interactive 3D atlases are digital tools that enable science students 
to move and rotate anatomical elements, aiding in the spatial un-
derstanding of the subject (Park et al., 2019). This is made possi-
ble through the development and easy accessibility of technolo-
gies such as smartphones, tablets, and computers, which are user-
friendly and typically have intuitive interfaces. Two well-known 
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3D atlases are 3d4Medical and Visible Body, as reflected in the 
work of Park et al. (2019), where the majority of the 155 ana-
lyzed students used them. It is noteworthy that, in their study, a 
small percentage of students did not use them due to a lack of 
electronic equipment, concerns about functionality, economic 
cost, or a perception of them as unnecessary. However, it has been 
observed that their combined use with traditional study materials 
can exhibit good synergy (Park et al., 2019), increasing student 
interest and empowering them to acquire skills and competencies 
during the learning process (Rodríguez-López et al., 2020).

3D Printing

3D printing technology goes beyond three-dimensional visuali-
zation, adding a tactile component to the sensory experience in-
volved in the learning process. In the context of anatomy, hu-
man dissection allows students to develop numerous competen-
cies and skills, as discussed in section 2.2. However, there are 
many anatomical structures that are difficult to access or of small 
size, making them challenging to study in the traditional way. 
Since the size limitations of 3D printing are solely based on the 
printing area capacity of the printer itself, anatomical models 
used in the educational process can be freely scaled. This is par-
ticularly advantageous in the case of human embryology, where 
the ability to print 3D models of different human embryonic 
stages and even increase the scale of the model qualitatively en-
hances teaching capacity, facilitating the understanding of com-
plex processes that require three-dimensional visualization. Sci-
entific evidence shows that students have better learning out-
comes and higher satisfaction in the study of anatomy, and 
future perspectives point towards the enhancement of these 
complementary applications alongside classical methods (Ye 
et al., 2020).

15.4. Other Tools for Educational Innovation
Currently, there are other technological tools, such as various ap-
plications that promote student motivation and participation in 
the classroom. The most widely used and engaging tools for stu-
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dents include Kahoot, Quizizz, Wooclap, and Socrative (Grzych 
& Schraen-Maschke, 2019). These applications are based on 
gamification, making them particularly attractive for theoretical 
subjects that may seem static, such as Anatomy.

All these tools share the common feature of utilizing a game-
like format, where the teacher can pose questions and students, 
using their mobile devices, can answer and interact with each 
other in real-time. These applications bring a dynamic approach 
to classes, enabling the assessment of intra-class acquired knowl-
edge, which can lead to meaningful and collaborative learning 
among students (Donkin & Rasmussen, 2021; Sailer & Homner, 
2020; Singhal et al., 2019; Sugiura et al., 2020).

A study conducted in 2019, comparing the use of various ap-
plications mentioned earlier, revealed statistically significant dif-
ferences in academic performance before and after their use on 
all platforms. Additionally, the learning experience for students 
was found to be better than in an expository class format (Orhan 
Göksün & Gürsoy, 2019). In line with this, Garza and colleagues 
observed that students exposed to activities using these plat-
forms demonstrated better academic performance at the end of 
the course compared to those who did not undergo such train-
ing, and their performance could be predictive of the final grade 
(Garza et al., 2023).

15.5. Conclusions
In agreement with Winkelmann, anatomical knowledge is too 
crucial for future medical professionals to be left to the educa-
tional trends of the moment (Winkelmann, 2007). Regardless of 
the educational model, according to Professor DiDio (1920-
2004), students should learn anatomy with the teacher, without 
the teacher, despite the teacher, and even against the teacher if 
necessary (DiDio, 1998).

The field of artificial intelligence has brought about a techno-
logical revolution that is currently at the forefront of expertise in 
every field or branch of knowledge. The convenience and imme-
diacy of information are evident strengths of AI, but it is impor-
tant to remember that they have potential negative effects on the 
development and maturation of students’ skills and knowledge. 



248 Artificial Intelligence and Education

In essence, it is crucial to foster each student’s development of 
their own professional identity (Cruess et al., 2014); that is, to 
become a well-rounded healthcare professional, encompassing 
technical knowledge, intellectual capacity, and maturity, as well 
as social skills. This is based on the premise of the “good profes-
sional” concept conveyed by the teacher, whose human interac-
tion is essential to complete their education.
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