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A B S T R A C T

In this paper we analyze a generalization of the semilinear phase field model from G. Caginalp
(1986, 1991) and A. Jiménez-Casas-A. Rodriguez-Bernal (1996, 2005), where we consider a
singular term concentrated in a neighborhood of Γ, the boundary of domain. The neighborhood
shrinks to Γ as a parameter 𝜖 approaches zero.

We prove that this family of solutions, of the new semilinear phase field model, converges
in suitable spaces when this parameter tends to zero, to the solutions of a semilinear phase field
problem where the concentrating potential are transformed into an extra flux condition on Γ.

. Introduction

There are several previous works about the phase field model (see [1–7]), given by the following semilinear parabolic system,
hich is known as the ‘‘phase-field equations’’ :

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝜏 𝜑𝑡 = 𝜉2𝛥𝜑 − 𝑓 (𝜑) + 2𝑢 in (0, 𝑇 ) ×𝛺

𝑢𝑡 +
𝑙
2𝜑𝑡 = 𝑘𝛥𝑢 in (0, 𝑇 ) ×𝛺

𝜕 𝜑
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝜕 𝛺
𝜕 𝑢
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝜕 𝛺

𝜑(0, 𝑥) = 𝜑0(𝑥) in 𝛺

𝑢(0, 𝑥) = 𝑢0(𝑥) in 𝛺

(1.1)

here 𝛺 is an open bounded set in 𝐼𝑅𝑛, 𝑛 ≥ 1, with regular boundary, and 𝑓 (𝜑) is typically 1
2 (𝜑

3 − 𝜑) when considering only two
ifferent phases, but here we consider a general sufficiently regular function.

Here 𝑢(𝑡, 𝑥) represents the temperature of a substance at point 𝑥 and time 𝑡 that may appear at least in two different phases,
for example liquid–solid) and 𝜑(𝑡, 𝑥) the phase-field function or order parameter, is a function depending on time and position, and
akes different values in different phases and represents the local phase average.

The positive constants 𝑙 and 𝑘 refer to latent heat and diffusivity, whereas 𝜏 and 𝜉 (interface width) are positive parameters
elated to time and length scales [2,3].

Phase field models are used in numerous fields of science. There are many examples of different phase transitions described by
n order parameter or phase-field function, but in all of them, we have a physical magnitude that adopts two (or more) different
hases, such as vapor–liquid transitions, the concentration of one of the two components of an alloy, or the magnetization (magnetic
oment per unit volume) in ferromagnetism, among others.
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In this paper, we assume that the time variation of the phase field also depends on a potential function, 𝑉𝜀(𝑥), concentrated in
𝜀, a neighborhood of the boundary of the domain, 𝛤 = 𝜕 𝛺.

For this, we will consider an open bounded smooth set in 𝐼𝑅𝑁 , 𝛺, with a 𝐶2 boundary, 𝛤 = 𝜕 𝛺, and we define, for sufficiently
mall 𝜀, with 0 < 𝜀 ≤ 𝜀0, the neighborhood of 𝛤

𝜔𝜀 = {𝑥 − 𝜎 ⃗𝑛(𝑥), 𝑥 ∈ 𝛤 , 𝜎 ∈ [0, 𝜀)} ⊂ 𝛺 (1.2)

where 𝑛(𝑥) denotes the outwards normal vector at a point 𝑥 ∈ 𝛤 and 𝜔𝜀
denotes the characteristic function of the set 𝜔𝜀. We note

that 𝜔𝜀 collapse to the boundary 𝛤 when 𝜀 approaches zero.

In this way, starting of (1.1) we obtain the ‘‘concentrated-potential phase-field model’’ by considering the singular term
1
𝜀
𝜔𝜀

𝑉𝜀(𝑥)𝜑𝜀 (1.3)

in the first equation, i.e. now 𝜏 𝜑𝜀
𝑡 = 𝜉2𝛥𝜑𝜀 − 𝑓 (𝜑𝜀) + 2𝑢𝜀 − 1

𝜀𝜔𝜀
𝑉𝜀(𝑥)𝜑𝜀 and we get:

⎧

⎪

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎪

⎩

𝜏 𝜑𝜀
𝑡 = 𝜉2𝛥𝜑𝜀 − 𝑓 (𝜑𝜀) + 2𝑢𝜀 − 1

𝜀𝜔𝜀
𝑉𝜀(𝑥)𝜑𝜀 in (0, 𝑇 ) ×𝛺

𝑢𝜀𝑡 +
𝑙
2𝜑

𝜀
𝑡 = 𝑘𝛥𝑢𝜀 in (0, 𝑇 ) ×𝛺

𝜕 𝜑𝜀

𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜕 𝑢𝜀
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜑𝜀(0, 𝑥) = 𝜑𝜀
0(𝑥) in 𝛺

𝑢𝜀(0, 𝑥) = 𝑢𝜀0(𝑥) in 𝛺 .

(1.4)

The first objective of this work, (see Section 2) is to study the well-posedness of (1.4)≡(2.2), using the properties of the singular
term (1.3) as in the previous works [8–10].

Next, we will get into the main objective of this work, which is the study of the asymptotic behavior of the solutions of (1.4)≡(2.2)
as the parameter 𝜀 approaches zero; to show that the family of solutions (𝜑𝜀(𝑡, 𝑥), 𝑢𝜀(𝑡, 𝑥)) converges when 𝜀 → 0 in a suitable sense,
to the solution (𝜑0(𝑡, 𝑥), 𝑢0(𝑡, 𝑥)), of the following limit problem:

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝜏 𝜑0
𝑡 = 𝜉2𝛥𝜑0 − 𝑓 (𝜑0) + 2𝑢0 in (0, 𝑇 ) ×𝛺

𝑢0𝑡 +
𝑙
2𝜑

0
𝑡 = 𝑘𝛥𝑢0 in (0, 𝑇 ) ×𝛺

𝜉2 𝜕 𝜑0

𝜕 ⃗𝑛 + 𝑉0(𝑥)𝜑0 = 0 on (0, 𝑇 ) × 𝛤
𝜕 𝑢0
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜑0(0, 𝑥) = 𝜑0
0(𝑥) in 𝛺

𝑢0(0, 𝑥) = 𝑢00(𝑥) in 𝛺

where 𝑉0(𝑥) and the initial data (𝜑0
0(𝑥), 𝑢00(𝑥)) is given by (3.7) and 3.3 in Lemma 3.4 (see Section 3).

2. Concentrated-potential phase-field model

First, from ‘‘concentrated-potential phase-field model’’ (1.4), if we now consider the enthalpy function 𝑣𝜀 = 𝑢𝜀 + 𝑙
2𝜑

𝜀, we
obtain for the phase-field function 𝜑𝜀(𝑡, 𝑥) and the enthalpy function 𝑣𝜀(𝑡, 𝑥), the problem given by:

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

𝜏 𝜑𝜀
𝑡 = 𝜉2𝛥𝜑𝜀 − 𝑓 (𝜑𝜀) − 𝑙 𝜑𝜀 + 2𝑣𝜀 − 1

𝜀𝜔𝜀
𝑉𝜀(𝑥)𝜑𝜀 in (0, 𝑇 ) ×𝛺

𝑣𝜀𝑡 = 𝑘2𝛥𝑣𝜀 − 𝑐 𝛥𝜑𝜀 in (0, 𝑇 ) ×𝛺

𝜕 𝜑𝜀

𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜕 𝑣𝜀
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜑𝜀(0, 𝑥) = 𝜑𝜀
0(𝑥) in 𝛺

𝑣𝜀(0, 𝑥) = 𝑣𝜀0(𝑥) in 𝛺 .

(2.1)

where 𝑣𝜀(𝑥) = 𝑢𝜀(𝑥) + 𝑙 𝜑𝜀(𝑥).
0 0 2 0
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Hereafter, in this section we consider (2.1) for 0 < 𝜀 ≤ 𝜀0, and in order to simplify the notations since 𝜀 is fixed, we denoted 𝜑𝜀

and 𝑣𝜀 by 𝜑 and 𝑣, respectively, that is

(𝑃𝜀) ≡

⎧

⎪

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎪

⎩

𝜑𝑡 = 𝑘1𝛥𝜑 − 𝑔(𝜑) − 𝑏𝜑 + 𝑎𝑣 − 𝑎
2𝜀𝜔𝜀

𝑉𝜀(𝑥)𝜑 in (0, 𝑇 ) ×𝛺
𝑣𝑡 = 𝑘2𝛥𝑣 − 𝑐 𝛥𝜑 in (0, 𝑇 ) ×𝛺

𝜕 𝜑
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜕 𝑣
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜑(0, 𝑥) = 𝜑0(𝑥) in 𝛺
𝑣(0, 𝑥) = 𝑣0(𝑥) in 𝛺 .

(2.2)

where 𝑣0(𝑥) = 𝑢0(𝑥) + 𝑙
2𝜑0(𝑥), with 𝜔𝜀

𝑉𝜀(𝑥) ∈ 𝐿𝜌(𝛤 ), 𝜌 > 𝑁
2 and

𝑘1 =
𝜉2

𝜏
> 0, 𝑘2 = 𝑘 > 0, 𝑎 = 2

𝜏
> 0, 𝑏 = 𝑙

𝜏
> 0, 𝑐 = 𝑘𝑙

2
> 0, 𝑔(𝜑) = 1

𝜏
𝑓 (𝜑). (2.3)

To understand the local existence and properties of solutions to the given system (2.2), we reformulated it as an evolution
equation and analyze it using sectorial operator theory and semigroup techniques [11,12].

Reformulation as an evolution equation
Given the system (2.2), (0 < 𝜀 ≤ 𝜀0 fixed, 𝜑 = 𝜑𝜀 and 𝑣 = 𝑣𝜀), we can rewrite it in a more compact form:

𝑈𝑡 + 𝐴𝑈 = 𝐹𝜀(𝑈 ) where 𝑈 = (𝜑, 𝑣)⊥, 𝐹𝜀(𝑈 ) = 𝐹𝜀(𝜑, 𝑣)⊥ =
(

ℎ𝜀(𝜑), 0
)⊥

, (2.4)

with ℎ𝜀(𝜑) = −𝑔(𝜑) − 𝑏𝜑 − 𝑎
2𝜀𝜔𝜀

𝑉𝜀(𝑥)𝜑, and

𝐴 =
(

−𝑘1𝛥𝑁 −𝑎𝐼
𝑐 𝛥𝑁 −𝑘2𝛥𝑁

)

(2.5)

where −𝛥𝑁 represents the laplacian in 𝐿𝑝(𝛺), 1 < 𝑝 < ∞ with homogeneous Neumann boundary conditions defined on 𝑊 2,𝑝
𝑁 =

{𝑢 ∈ 𝑊 2,𝑝(𝛺), 𝜕 𝑢𝜕 𝑛 = 0}.
Properties of the operator 𝐴
The operator 𝐴 is decomposed as 𝐴 = 𝐴0 + 𝑃 where

𝐴0 =
(

𝑘1(−𝛥𝑁 + 𝐼) 0
0 𝑘2(−𝛥𝑁 + 𝐼)

)

and 𝑃
(

𝜑
𝑣

)

=
(

−𝑘1𝜑 − 𝑎𝑣
𝑐 𝛥𝑁𝜑 − 𝑘2𝑣

)

.

Here, 𝐴0 is a sectorial operator in 𝑌 = 𝑊 2𝛼 ,𝑝
𝑁 ×𝑊 2𝛽 ,𝑝

𝑁 for any 𝛼 , 𝛽 ∈ 𝐼𝑅 with 𝑌 𝛿 = 𝐷(𝐴𝛿
0) = 𝑊 2(𝛼+𝛿),𝑝

𝑁 ×𝑊 2(𝛽+𝛿),𝑝
𝑁 with 1 < 𝑝 < ∞

nd 𝛿 ≥ 0, scale of interpolations spaces as constructed in [11,13].
We work in different powers for each component to handle the perturbation 𝑃 , and using the perturbation results, from

roposition 2.1 in [6] we have 𝐴 is a sectorial operator in 𝑌 = 𝑊 2𝛼 ,𝑝
𝑁 × 𝑊 2𝛽 ,𝑝

𝑁 for every 𝛼 , 𝛽 ∈ 𝐼𝑅 such that 0 < 𝛼 − 𝛽 < 1 and
< 𝑝 < ∞, with compact resolvent and 𝐷(𝐴) = 𝑊 2(𝛼+1),𝑝

𝑁 ×𝑊 2(𝛽+1),𝑝
𝑁 .

Now we turn to the evolution Eq. (2.4) governed by a sectorial operator 𝐴 in 𝑌 = 𝑊 2𝛼 ,𝑝
𝑁 × 𝑊 2𝛽 ,𝑝

𝑁 and we assumed that the

mapping 𝐹𝜀, defined by 𝐹𝜀(𝑈 ) = 𝐹𝜀(𝜑, 𝑣)⊥ =
(

ℎ𝜀(𝜑), 0
)⊥

, is locally Lipschitz from 𝑌 𝛿 = 𝑊 2(𝛼+𝛿),𝑝
𝑁 ×𝑊 2(𝛽+𝛿),𝑝

𝑁 into 𝑌 = 𝑊 2𝛼 ,𝑝
𝑁 ×𝑊 2𝛽 ,𝑝

𝑁
ith 𝛿 ∈ [0, 1), so from Theorem 2.2 in [6] we get the following local existence result of solutions of (2.4).

Lemma 2.1. For 1 < 𝑝 < ∞, 𝛼 , 𝛽 ∈ 𝐼𝑅 satisfying 0 < 𝛼 − 𝛽 < 1 and 𝛿 ∈ [0, 1) such that the mapping
ℎ𝜀 ∶ 𝜑 ∈ 𝑊 2(𝛼+𝛿),𝑝

𝑁 ⟶ ℎ𝜀(𝜑) ∈ 𝑊 2𝛼 ,𝑝
𝑁

is locally Lipschitz.
If (𝜑0, 𝑣0) ∈ 𝑊 2(𝛼+𝛿),𝑝

𝑁 ×𝑊 2(𝛽+𝛿),𝑝
𝑁 , there exists a unique solution (𝜑, 𝑣) of (2.4) in [0, 𝑇 ), with 𝑇 = 𝑇 (𝜑0, 𝑣0) > 0. The solution is given

y

(𝜑(𝑡), 𝑣(𝑡))⊥ = 𝑒−𝐴𝑡(𝜑0, 𝑣0)⊥ + ∫

𝑡

0
𝑒−𝐴(𝑡−𝑠)(ℎ𝜀(𝜑(𝑠)), 0)⊥𝑑 𝑠

with 𝐴 given by (2.5) and satisfies
(𝜑, 𝑣) ∈ 𝐶([0, 𝑇 );𝑊 2(𝛼+𝛿),𝑝

𝑁 ×𝑊 2(𝛽+𝛿),𝑝
𝑁 ) ∩ 𝐶((0, 𝑇 );𝑊 2(𝛼+1),𝑝

𝑁 ×𝑊 2(𝛽+1),𝑝
𝑁 )

with

(𝜑𝑡, 𝑣𝑡) ∈ 𝐶((0, 𝑇 );𝑊 2(𝛼+𝜃),𝑝
𝑁 ×𝑊 2(𝛽+𝜃),𝑝

𝑁 )

for every 0 ≤ 𝜃 < 1, verifying (2.2) as an equality in 𝑊 2𝛼 ,𝑝
𝑁 ×𝑊 2𝛽 ,𝑝

𝑁 .
Moreover, if ℎ𝜀 maps bounded sets into bounded sets and we assume that the solution (𝜑, 𝑣) has been extended to a maximal interval of

time [0, 𝑇𝑚𝑎𝑥), we have that either 𝑇𝑚𝑎𝑥 = ∞, or the solution blows-up in the 𝑊 2(𝛼+𝛿),𝑝
𝑁 ×𝑊 2(𝛽+𝛿),𝑝

𝑁 norm as 𝑡 → 𝑇𝑚𝑎𝑥. □
3 
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Next, we will study the solutions of system (2.2) given by (2.4) where

ℎ𝜀(𝜑) = −𝑔(𝜑) − 𝑏𝜑 − 𝑎
2𝜀

𝜔𝜀
𝑉𝜀(𝑥)𝜑

and we will use these results with 𝑝 = 2, in this particular case we have 𝐻1
𝑁 = 𝐻1(𝛺) and 𝐻−1

𝑁 = (𝐻1(𝛺))′ (the dual space), with
2
𝑁 = {𝑢 ∈ 𝐻2(𝛺), 𝜕 𝑢𝜕 𝑛 = 0}.

Beside, if 𝜑 ∈ 𝐻2
𝑁 then we obtain that −𝛥𝑁 (𝜑) ∈ 𝐻−1 and for every 𝛷 ∈ 𝐻1(𝛺), we have

⟨−𝛥𝑁 (𝜑), 𝛷⟩ = ∫𝛺
−𝛥𝑁 (𝜑)𝛷 = ∫𝛺

∇𝜑∇𝛷 − ∫𝜕 𝛺
𝜕 𝜑
𝜕 ⃗𝑛 𝛷 = ∫𝛺

∇𝜑∇𝛷 .

So, the operator 𝐿 = −𝛥𝑁 ∶ 𝐻1(𝛺) ↦ 𝐻−1(𝛺) defined by:

⟨𝐿(𝜑), 𝛷⟩ = ∫𝛺
∇𝜑∇𝛷 , 𝜑, 𝛷 ∈ 𝐻1(𝛺), (2.6)

is a linear continuous operator.
Moreover, in order to treat terms, like concentrated potentials 1

𝜀𝜔𝜀
𝑉𝜀, we also consider the scale of Bessel potentials

𝑠,𝑝(𝛺) [13], incorporating the boundary conditions, since we consider these concentrated terms as convergent sequences in
𝐻−𝑠,𝑝(𝛺) for some appropriated 𝑠, 𝑝. In this case, 𝐻−𝑠,𝑝(𝛺) = (𝐻𝑠,𝑝′ (𝛺))′ with 𝑝′ = 𝑝

𝑝−1 .
Next, we are going to see properties about the nonlinear term 𝑔.

Lemma 2.2. Let 𝑔 ∶ 𝐼𝑅 → 𝐼𝑅 a continuous function such that for some 𝐶 > 0

|𝑔(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟) with 1 ≤ 𝑟 ≤ 𝑁
(𝑁 − 2)+

, 𝑠 ∈ 𝐼𝑅 (2.7)

and

|𝑔(𝑠1) − 𝑔(𝑠2)| ≤ 𝐶(1 + |𝑠1|
𝑟−1 + |𝑠2|

𝑟−1)|𝑠1 − 𝑠2|, 𝑠1, 𝑠2 ∈ 𝐼𝑅.

Then,

‖𝑔(𝜑)‖𝐿2(𝛺) ≤ 𝐶‖𝜑‖𝐻1(𝛺) and
‖𝑔(𝜑1) − 𝑔(𝜑2)‖𝐿2(𝛺) ≤ 𝐶(1 + ‖𝜑1‖

𝑟−1
𝐻1(𝛺)

+ ‖𝜑2‖
𝑟−1
𝐻1(𝛺)

)‖𝜑1 − 𝜑2‖𝐻1(𝛺).

In particular:
𝑔 ∶ 𝐻1(𝛺) → 𝐿2(𝛺)

is locally Lipschitz and maps bounded sets into bounded sets.

Proof. See Lemma 3.5 in [10]. □

Remark. In order to work with the concentrated functions on 𝜔𝜀 (see Eq. (1.2)), the neighborhood of boundary 𝛤 , we will use in
several times the following result given by Lemma 2.1 in [8].

Assume that 𝑢 ∈ 𝐻𝑞∗ (𝛺) with 1
2 < 𝑞∗ ≤ 2 such that 𝐻𝑞∗ (𝛺) ⊂ 𝐿𝛾 (𝛤 ), i.e. 𝑞∗ − 𝑁

2 ≥ −𝑁−1
𝛾 , then there exists a positive constant 𝐶

independent of 𝜀 such that for any 0 < 𝜀 ≤ 𝜀0, we have
1
𝜀 ∫𝜔𝜀

|𝑢|𝛾 ≤ 𝐶‖𝑢‖𝛾𝐻𝑞∗(𝛺). (2.8)

Lemma 2.3. Let 𝜌 > 𝑁 − 1 and 𝑞 > max{𝑁−1
𝜌 , 12 }, if we assume that the family of functions 𝑉𝜀 satisfies that:

1
𝜀 ∫𝜔𝜀

|𝑉𝜀|
𝜌 ≤ 𝐶 (2.9)

with 𝐶 > 0 independent of 𝜀. Then, the linear operator
ℎ∗𝜀 ∶ 𝜑 ∈ 𝐻1(𝛺) ⟶ ℎ∗𝜀(𝜑) =

1
𝜀
𝜔𝜀

𝑉𝜀𝜑 ∈ 𝐻−𝑞(𝛺)

is continuous and uniformly Lipschitz in 𝜀.

Proof. Let 𝜑 ∈ 𝐻1(𝛺) and 𝜙 ∈ 𝐻𝑞(𝛺), from (2.9) and using Hölder inequality with exponents 𝜌, 𝑚, 𝑛 together with (2.8) (see Lemma
2.1 in [8]), we have

|⟨

1
𝜀
𝜔𝜀

𝑉𝜀𝜑, 𝜙⟩| = |

|

|

1
𝜀 ∫𝜔𝜀

𝑉𝜀𝜑𝜙
|

|

|

≤ 1
𝜀 ∫𝜔𝜀

|𝑉𝜀𝜑𝜙|

≤
( 1

|𝑉𝜀|
𝜌
)

1
𝜌
(1

|𝜑|𝑚
)

1
𝑚
( 1

|𝜙|𝑛
)

1
𝑛 ≤ 𝐶‖𝜑‖𝐻1(𝛺)‖𝜙‖𝐻𝑞 (𝛺) (2.10)
𝜀 ∫𝜔𝜀
𝜀 ∫𝜔𝜀

𝜀 ∫𝜔𝜀
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where 1
𝜌 +

1
𝑚 + 1

𝑛 = 1 and 𝜌, 𝑚, 𝑛 are such that 1 − 𝑁
2 ≥ −𝑁−1

𝑚 and 𝑞 − 𝑁
2 ≥ −𝑁−1

𝑛 with 𝑞 > 1
2 , i.e. 𝐻1(𝛺) ⊂ 𝐿𝑚(𝛤 ) and 𝐻𝑞(𝛺) ⊂ 𝐿𝑛(𝛤 ).

Therefore ‖ℎ∗𝜀(𝜑)‖𝐻−𝑞 (𝛺) ≤ 𝐶‖𝜑‖𝐻1(𝛺), with 𝐶 > 0 independent of 𝜀 and taking into account that ℎ∗𝜀 is linear, we conclude. □

Next, we will prove the local existence of solutions for system (2.2) when we consider the initial data (𝜑0, 𝑣0) ∈ 𝐻1(𝛺) × 𝐿2(𝛺)
nd Neumann boundary conditions.

Proposition 2.4 (Local Existence of Solutions). Under the notations and hypothesis of Lemma 2.3, we also assume that 𝑞 < 1, i.e. 𝑉𝜀
satisfies

1
𝜀 ∫𝜔𝜀

|𝑉𝜀|
𝜌 ≤ 𝐶 , 𝜌 > 𝑁 − 1 and max

{𝑁 − 1
𝜌

, 1
2

}

< 𝑞 < 1 (2.11)

where 𝐶 > 0 independent of 𝜀. We also assume that 𝑔 ∈ 1(𝐼𝑅) and satisfies
|𝑔(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟), |𝑔′(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟−1) with 1 ≤ 𝑟 ≤ 𝑁

(𝑁 − 2)+
, 𝑠 ∈ 𝐼𝑅, 𝐶 > 0. (2.12)

If we consider the initial data (𝜑0, 𝑣0) ∈ 𝐻1(𝛺) ×𝐿2(𝛺), then there exists a unique solution (𝜑, 𝑣) of (2.2) in [0, 𝑇 ), with 𝑇 = 𝑇 (𝜑0, 𝑣0) > 0
given by the variation of constants formula

(𝜑(𝑡), 𝑣(𝑡))⊥ = 𝑒−𝐴𝑡(𝜑0, 𝑣0)⊥ + ∫

𝑡

0
𝑒−𝐴(𝑡−𝑠)(ℎ𝜀(𝜑(𝑠)), 0)⊥𝑑 𝑠

with 𝐴 given by (2.5) and ℎ𝜀(𝜑) = −𝑔(𝜑) − 𝑏𝜑 − 𝑎
2𝜀𝜔𝜀

𝑉𝜀𝜑.
Moreover, the solution verifies

(𝜑, 𝑣) ∈ 𝐶([0, 𝑇 );𝐻1(𝛺) × 𝐿2(𝛺)) ∩ 𝐶((0, 𝑇 );𝐻2−𝑞(𝛺) ×𝐻1−𝑞(𝛺)),

with

(𝜑𝑡, 𝑣𝑡) ∈ 𝐶((0, 𝑇 );𝐻−𝑞+2𝜃(𝛺) ×𝐻−(1+𝑞)+2𝜃(𝛺)),

for every 0 ≤ 𝜃 < 1 and satisfies (2.2) as an equality in 𝐻−𝑞(𝛺) ×𝐻−(1+𝑞)(𝛺).

Proof. We note that if 𝑝 = 2, with 𝛼 = − 𝑞
2 , 𝛿 = 1+𝑞

2 and 𝛽 = −𝛿, this is 𝛼 − 𝛽 = 1
2 , from Proposition 2.1 in [6], 𝐴 is a sectorial

operator in 𝑌 = 𝐻2𝛼(𝛺) ×𝐻2𝛽 (𝛺) = 𝐻−𝑞(𝛺) ×𝐻−(1+𝑞)(𝛺) = (𝐻𝑞(𝛺))′ × (𝐻1+𝑞(𝛺))′ and 𝑌 𝛿 = 𝐻1(𝛺) × 𝐿2(𝛺) = 𝐻2(𝛼+𝛿) ×𝐻2(𝛽+𝛿).
Besides, we can consider 𝐹𝜀 ∶ 𝑌 𝛿 = 𝐻1(𝛺) × 𝐿2(𝛺) ⟶ 𝑌 = 𝐻−𝑞(𝛺) ×𝐻−(1+𝑞)(𝛺) = (𝐻𝑠(𝛺))′ × (𝐻1+𝑠(𝛺))′ with 𝛿 ∈ [0, 1) since

0 < 𝑞 < 1.
Moreover, from the above Lemmas 2.2 and 2.3, the function ℎ𝜀 ∶ 𝐻2(𝛼+𝛿) = 𝐻1(𝛺) → 𝐻2𝛼(𝛺) = 𝐻−𝑞(𝛺), defined as

ℎ𝜀(𝜑) = −𝑔(𝜑) − 𝑏𝜑 − 𝑎
2𝜀𝜔𝜀

𝑉𝜀𝜑 is locally Lipschitz, since 𝐿2(𝛺) ⊂ 𝐻−𝑞(𝛺), and maps bounded into bounded sets.
Furthermore, if we assume that 𝜕 𝜑

𝜕 ⃗𝑛 = 0 on 𝛤 , then 𝜕 𝑔(𝜑)
𝜕 ⃗𝑛 = 𝑔′(𝜑) 𝜕 𝜑𝜕 ⃗𝑛 = 0 on 𝛤 .

Therefore we can apply Lemma 2.1 to conclude. □

We will show that the local solutions of Eqs. (2.2) given by Proposition 2.4 satisfy the energy Eqs. (2.15) and under certain sign
conditions are globally defined.

Furthermore, we will obtain estimates on these solutions which are uniform in 𝜀 > 0.
To achieve the result we can follow a methodology similar to that used in the proof of Proposition 3.1 in Ref. [9], but here we

need to account for the new singular term that depends on the parameter 𝜀. The main goal is to obtain uniform estimates on the
olutions as 𝜀 approaches zero. This analysis provides a understanding of the behavior of the solutions when 𝜀 goes to zero, that we
ill show in the next section (Section 3).

Proposition 2.5 (Lyapunov Function. Global Existence). Under the hypotheses of Proposition 2.4 i.e. 𝑉𝜀 and 𝑔 satisfy (2.11) and (2.12)
respectively, if (𝜑0, 𝑣0) ∈ 𝐻1(𝛺) ×𝐿2(𝛺), let (𝜑, 𝑣) be the local solution of (2.2) given by Proposition 2.4. Also denote by 𝐺(𝑠) = ∫ 𝑠

0 𝑔(𝑟)𝑑 𝑟.
(I) Then the energy functional defined by

𝐸𝜀(𝜑, 𝑣) =
𝑘1
2
‖∇𝜑‖2 +

𝑘2𝑎
2𝑐

‖𝑣‖2 + ∫𝛺
(𝐺(𝜑) + 𝑏

2
𝜑2 − 𝑎𝑣𝜑) + 𝑎

4𝜀 ∫𝜔𝜀

𝑉𝜀|𝜑|
2 (2.13)

which can also be written as
𝐸𝜀(𝜑, 𝑣) =

𝑘1
2
‖∇𝜑‖2 + ∫𝛺

𝐺(𝜑) + 𝑏
2 ∫𝛺

(𝑎
𝑏
𝑣 − 𝜑)2 + 𝑎

4𝜀 ∫𝜔𝜀

𝑉𝜀|𝜑|
2 (2.14)

is a Lyapunov functional for the flow of the system (2.2), in the space 𝐻1(𝛺) × 𝐿2(𝛺).
In particular we have that

𝑑
𝑑 𝑡𝐸𝜀(𝜑, 𝑣) + ‖𝜑𝑡‖

2 + 𝑎
𝑐
‖𝑣𝑡‖

2
−1 = 0 ≡ ∫

𝑡

0
‖𝜑𝑡‖

2 + ∫

𝑡

0

𝑎
𝑐
‖𝑣𝑡‖

2
−1 + 𝐸𝜀(𝜑(𝑡), 𝑣(𝑡)) = 𝐸𝜀(𝜑0, 𝑣0) (2.15)

for as long as the solution exists, where ‖.‖ and ‖.‖−1 denote the norm in 𝐿2(𝛺) and 𝐻−1(𝛺) = (𝐻1(𝛺))′ respectively.
(II) We assume that 𝑔 verifies 𝑔 ∈ 𝐶1(𝐼𝑅), (2.12), and also satisfy that:

lim inf 𝑔(𝑠) > 0. (2.16)

|𝑠|→∞ 𝑠

5 
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Besides, the concentrated-potential function 𝑉𝜀 verifies (2.11) and is no negative, i.e.
𝑉𝜀(𝑥) ≥ 0 ∀𝑥 ∈ 𝜔𝜀0 with 0 < 𝜀 ≤ 𝜀0. (2.17)

Then, there exits 𝛿 , 𝐶(𝛿) positive constants independent of 𝜀, such that for (𝜑, 𝑣) ∈ 𝑋 = 𝐻1(𝛺) × 𝐿2(𝛺), for any 0 < 𝜀 ≤ 𝜀0, we have
𝑘1
2
‖∇𝜑‖2 + 𝛿‖𝜑‖2 + 𝑏

2
‖

𝑎
𝑏
𝑣 − 𝜑‖2 − 𝐶(𝛿)|𝛺| ≤ 𝐸𝜀(𝜑, 𝑣) ≤ 𝐸𝜀(𝜑0, 𝑣0). (2.18)

Therefore, the solution given by Proposition 2.4 is globally defined.
Moreover, if 𝐾 ⊂ 𝐻1(𝛺) ×𝐿2(𝛺) is a bounded set uniformly on 𝜀, then its orbit, i.e. {𝑆𝜀(𝑡)𝐾 , 𝑡 ≥ 0}, where 𝑆𝜀(𝑡)(𝜑𝜀

0, 𝑣𝜀0) = (𝜑𝜀(𝑡), 𝑣𝜀(𝑡)),
s also bounded uniformly on 𝜀, since for any 0 < 𝜀 ≤ 𝜀0

‖(𝜑𝜀(𝑡), 𝑣𝜀(𝑡))‖2
𝐻1(𝛺)×𝐿2(𝛺)

≤ 𝐶
(

1 + ‖(𝜑𝜀(0), 𝑣𝜀(0))‖2
𝐻1(𝛺)×𝐿2(𝛺)

+ ‖𝜑𝜀(0)‖𝑟+1
𝐻1(𝛺)

)

(2.19)

where 𝐶 is also a positive constant independent of 𝜀.

Proof. As we have already mentioned, the result follows slight variations in the proof of Proposition 3.1 in [9], due to the new
ingular term concentrated in the first equation.

Since the new term depends on the parameter 𝜀, we need to obtain uniform estimates in 𝜀.
(I) In effect, it is enough to multiply in 𝐿2(𝛺) the first equation in (2.2) by 𝜕 𝜑

𝜕 𝑡 , using ∫𝛺 𝑣𝜑𝑡 =
𝑑
𝑑 𝑡 (∫𝛺 𝑣𝜑) − ∫𝛺 𝜑𝑣𝑡; and the second

quation by 𝑎
𝑐 (−𝛥)

−1𝑣𝑡, and to integrate by parts. Thus, by adding the obtained expressions we obtain (2.15), i.e.
𝑑
𝑑 𝑡𝐸𝜀(𝜑, 𝑣) + ‖𝜑𝑡‖

2 + 𝑎
𝑐
‖𝑣𝑡‖

2
−1 = 0

with 𝐸𝜀 given by (2.13). It is important to note that (−𝛥)−1𝑣𝑡 is well defined since integrating the second equations in 𝛺, we have
that ∫𝛺 𝑣𝑡 = 𝑐 ∫𝛤

𝜕 𝜑
𝜕 ⃗𝑛 − 𝑘2 ∫𝛤

𝜕 𝑣
𝜕 ⃗𝑛 = 0.

Therefore, 𝐸𝜀 is a Lyapunov functional. Finally, taking into account that 𝑘2
𝑐 = 𝑎

𝑏 we get (2.14).
(II) First, working as [9], if 𝑔 satisfies (2.16) then there exists 𝛿 > 0 and 𝐶(𝛿) > 0 such that 𝐺(𝑠) ≥ 𝛿 𝑠2 − 𝐶(𝛿) for every 𝑠 ∈ 𝐼𝑅,

nd hence we have

∫𝛺
𝐺(𝜑) ≥ 𝛿‖𝜑‖2 − 𝐶(𝛿)|𝛺|. (2.20)

Next, using (2.17) and (2.20), from (2.14) we have
𝑘1
2
‖∇𝜑‖2 + 𝛿‖𝜑‖2 + 𝑏

2
‖

𝑎
𝑏
𝑣 − 𝜑‖2 ≤ 𝐸𝜀(𝜑, 𝑣) + 𝐶(𝛿)|𝛺|.

Thus, using now 𝐸𝜀(𝜑(𝑡), 𝑣(𝑡)) ≤ 𝐸𝜀(𝜑(0), 𝑣(0)) for 𝑡 > 0, we get (2.18).
Hence, ‖∇𝜑‖2, ‖𝜑‖2 and ‖

𝑎
𝑏 𝑣 − 𝜑‖2 remain bounded on finite time intervals. Therefore the solution remains bounded in

= 𝐻1(𝛺) × 𝐿2(𝛺) and from Lemma 2.1, we obtain that the solution is global.
Moreover, from (2.18) we also have

‖(𝜑(𝑡), 𝑣(𝑡))‖2
𝐻1(𝛺)×𝐿2(𝛺)

≤ 𝑐1 + 𝑐2
(

‖∇𝜑0‖
2 + ‖𝜑0‖

2 + ‖𝑣0‖
2 + ∫𝛺

|𝐺(𝜑0)| +
𝑎
4𝜀 ∫𝜔𝜀

|𝑉𝜀||𝜑0|
2
)

.

Now, from (2.7) we get ∫𝛺 |𝐺(𝜑0)| ≤ 𝑐3
(

1 +∫𝛺 |𝜑0|
𝑟+1

)

≤ 𝑐4
(

1 +‖𝜑0‖
𝑟+1
𝐻1(𝛺)

)

since from hypothesis on 𝑟 we have 𝐻1(𝛺) ⊂ 𝐿𝑟+1(𝛺).
Furthermore, recording that if 𝐻1(𝛺) ⊂ 𝐿𝑝(𝛤 ), i.e. 1 − 𝑁

2 ≥ −𝑁−1
𝑝 , from Lemma 2.1 in [8], there exists a positive constant 𝐶

independent of 𝜀 such that for any 0 < 𝜀 ≤ 𝜀0, we have
1
𝜀 ∫𝜔𝜀

|𝜑0|
𝑝 ≤ 𝐶‖𝜑0‖

𝑝
𝐻1(𝛺)

. (2.21)

On the other hand, from (2.11) and using Hölder inequality with 𝜌 > 𝑁 − 1, together with (2.21) for 𝑝 = 2𝜌′, we obtain

1
𝜀 ∫𝜔𝜀

|𝑉𝜀||𝜑0|
2 ≤

(

1
𝜀 ∫𝜔𝜀

|𝑉𝜀|
𝜌

)
1
𝜌
(

1
𝜀 ∫𝜔𝜀

|𝜑0|
2𝜌′

)
1
𝜌′

≤ 𝑐5‖𝜑0‖
2
𝐻1(𝛺)

(2.22)

since 𝜌 > 𝑁− 1 implies that 𝜌′ ≤ 𝑁−1
𝑁−2 and then 𝐻1(𝛺) ⊂ 𝐿2𝜌′ (𝛤 ). Thus, taking into account that 𝑐5 is a positive constant independent

of 𝜀

‖(𝜑(𝑡), 𝑣(𝑡))‖2
𝐻1(𝛺)×𝐿2(𝛺)

≤ 𝑐6
(

1 + ‖(𝜑0, 𝑣0)‖2𝐻1(𝛺)×𝐿2(𝛺)
+ ‖𝜑0‖

𝑟+1
𝐻1(𝛺)

)

where 𝑐6 is also a positive constant independent of 𝜀, and we conclude (2.19). □

3. Limit phase-field model

We consider (𝜑𝜀(𝑡, 𝑥), 𝑣𝜀(𝑡, 𝑥)) the solutions of the problem (2.1) with 0 < 𝜀 ≤ 𝜀 , this is
0
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⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝜑𝜀
𝑡 = 𝑘1𝛥𝜑𝜀 − 𝑔(𝜑𝜀) − 𝑏𝜑𝜀 + 𝑎𝑣𝜀 − 𝑎

2𝜀𝜔𝜀
𝑉𝜀(𝑥)𝜑𝜀 in (0, 𝑇 ) ×𝛺

𝑣𝜀𝑡 = 𝑘2𝛥𝑣𝜀 − 𝑐 𝛥𝜑𝜀 in (0, 𝑇 ) ×𝛺
𝜕 𝜑𝜀

𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤
𝜕 𝑣𝜀
𝜕 ⃗𝑛 = 0 on (0, 𝑇 ) × 𝛤

𝜑𝜀(0, 𝑥) = 𝜑𝜀
0(𝑥) in 𝛺

𝑣𝜀(0, 𝑥) = 𝑣𝜀0(𝑥) in 𝛺 .
with (2.3), and we will study the limit of this solutions of (2.1), as 𝜀 → 0.

For this we will use the uniform estimates of this solutions in above Proposition 2.5 together with compactness arguments, in
rder to obtain a limit function (𝜑0(𝑡, 𝑥), 𝑣0(𝑡, 𝑥)) in 𝐻1(𝛺) ×𝐿2(𝛺), such that (𝜑𝜀(𝑡, 𝑥), 𝑣𝜀(𝑡, 𝑥)) → (𝜑0(𝑡, 𝑥), 𝑣0(𝑡, 𝑥)) as 𝜀 → 0, in ‘‘some
ense’’.

Moreover, we will prove that this limit (𝜑0(𝑡, 𝑥), 𝑣0(𝑡, 𝑥)) is given by the solution of the limit problem (𝑃0)

(𝑃0) ≡

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝜑0
𝑡 = 𝑘1𝛥𝜑0 − 𝑔(𝜑0) − 𝑏𝜑0 + 𝑎𝑣0 in (0, 𝑇 ) ×𝛺

𝑣0𝑡 = 𝑘2𝛥𝑣0 − 𝑐 𝛥𝜑0 in (0, 𝑇 ) ×𝛺

𝑘1
𝜕 𝜑0

𝜕 ⃗𝑛 + 𝑎
2𝑉0(𝑥)𝜑

0 = 0 on (0, 𝑇 ) × 𝛤

𝑘2
𝜕 𝑣0
𝜕 ⃗𝑛 + 𝑎𝑐

2𝑘1
𝑉0(𝑥)𝜑0 = 0 on (0, 𝑇 ) × 𝛤

𝜑0(0, 𝑥) = 𝜑0
0(𝑥) in 𝛺

𝑣0(0, 𝑥) = 𝑣00(𝑥) in 𝛺

(3.1)

where 𝑉0(𝑥) ∈ 𝐿𝜌(𝛤 ) is associated to the limit of the family 1
𝜀𝜔𝜀

𝑉𝜀(𝑥), as 𝜀 → 0, in ‘‘a suitable sense’’ (see Lemma 3.4).
First, we will study in the next section the well-posedness of this limit problem (𝑃0).

3.1. Well-posedness of limit phase-field model (𝑃0)

In this section we consider the problem (𝑃0) given by (3.1) and we denote by (𝜑(𝑡, 𝑥), 𝑣(𝑡, 𝑥)) the solution of this problem associated
to the initial condition (𝜑(0, 𝑥), 𝑣(0, 𝑥)) = (𝜑0

0, 𝑣00) ∈ 𝐻1(𝛺) × 𝐿2(𝛺), this is

(𝑃0) ≡

⎧

⎪

⎪

⎪

⎪

⎨

⎪

⎪

⎪

⎪

⎩

𝜑𝑡 = 𝑘1𝛥𝜑 − 𝑔(𝜑) − 𝑏𝜑 + 𝑎𝑣 in (0, 𝑇 ) ×𝛺

𝑣𝑡 = 𝑘2𝛥𝑣 − 𝑐 𝛥𝜑 in (0, 𝑇 ) ×𝛺

𝑘1
𝜕 𝜑
𝜕 ⃗𝑛 + 𝑎

2𝑉0(𝑥)𝜑 = 0 on (0, 𝑇 ) × 𝛤

𝑘2
𝜕 𝑣
𝜕 ⃗𝑛 + 𝑎𝑐

2𝑘1
𝑉0(𝑥)𝜑 = 0 on (0, 𝑇 ) × 𝛤

𝜑(0, 𝑥) = 𝜑0
0(𝑥) in 𝛺

𝑣(0, 𝑥) = 𝑣00(𝑥) in 𝛺

where 𝑉0(𝑥) ∈ 𝐿𝜌(𝛤 ), 1 ≤ 𝜌 < ∞.
First, we can provide a suitable weak formulation of (3.1). For this, we note that if (𝜑, 𝑣) is a solution of (3.1)≡ (𝑃0) then (𝜑, 𝑣)

atisfies the initial and boundary conditions and for every 𝜙 ∈ 𝐻1(𝛺), we have
{

0 = ∫𝛺 𝜑𝑡𝜙 + ∫𝛺(𝑔(𝜑) + 𝑏𝜑 − 𝑎𝑣)𝜙 + 𝑘1 ∫𝛺 ∇𝜑∇𝜙 − 𝑘1 ∫𝛤
𝜕 𝜑
𝜕 ⃗𝑛 𝜙

0 = ∫𝛺 𝑣𝑡𝜙 + 𝑘2 ∫𝛺 ∇𝑣∇𝜙 − 𝑐 ∫𝛺 ∇𝜑∇𝜙 − 𝑘2 ∫𝛤
𝜕 𝑣
𝜕 ⃗𝑛𝜙 + 𝑐 ∫𝛤

𝜕 𝜑
𝜕 ⃗𝑛 𝜙.

Now taking into account that the boundary conditions, i.e. 𝑘1 ∫𝛤
𝜕 𝜑
𝜕 ⃗𝑛 𝜙 = − 𝑎

2 ∫𝛤 𝑉0(𝑥)𝜑𝜙 and −𝑘2 ∫𝛤
𝜕 𝑣
𝜕 ⃗𝑛𝜙+ 𝑐 ∫𝛤

𝜕 𝜑
𝜕 ⃗𝑛 𝜙 = 𝑎𝑐

2𝑘1
∫𝛤 𝑉0(𝑥)𝜑𝜙−

𝑎𝑐
2𝑘1

∫𝛤 𝑉0(𝑥)𝜑𝜙 = 0, we obtain
{

0 = ∫𝛺 𝜑𝑡𝜙 + ∫𝛺(𝑔(𝜑) + 𝑏𝜑 − 𝑎𝑣)𝜙 + 𝑘1 ∫𝛺 ∇𝜑∇𝜙 − 𝑎
2 ∫𝛤 𝑉0(𝑥)𝜑𝜙

0 = ∫𝛺 𝑣𝑡𝜙 + 𝑘2 ∫𝛺 ∇𝑣∇𝜙 − 𝑐 ∫𝛺 ∇𝜑∇𝜙
(3.2)

for every 𝜙 ∈ 𝐻1(𝛺).
Next, using 𝐿 = −𝛥𝑁 defined in (2.6) and the trace operator 𝛾 with ⟨𝑉0𝛾(𝜑), 𝜙⟩ = ∫𝛤 𝑉0𝜑𝜙, for 𝜑 ∈ 𝐻1(𝛺) and 𝜙 ∈ 𝐻𝑞(𝛺), with

 > 1
2 , we get:

{

𝜑𝑡 − 𝑘1𝛥𝑁𝜑 − 𝑎𝑣 = −𝑔(𝜑) − 𝑏𝜑 − 𝑎
2𝑉0𝛾(𝜑)

𝑣𝑡 + 𝑐 𝛥𝑁𝜑 − 𝑘2𝛥𝑣 = 0 (3.3)

as in equality in 𝐻−𝑞(𝛺).
In order to study the local existence of solutions of (𝑃0), we work as Section 2 and using (3.3) rewriting the system (3.1), as an

volution equation

𝑈𝑡 + 𝐴𝑈 = 𝐻(𝑈 ) where 𝑈 = (𝜑, 𝑣)⊥ (3.4)

with 𝐴 = 𝐴 + 𝑃 is the sectorial operator given by (2.5), i.e.
0

7 
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𝐴 =
(

−𝑘1𝛥𝑁 −𝑎𝐼
𝑐 𝛥𝑁 −𝑘2𝛥𝑁

)

and now

𝐻(𝑈 ) = 𝐻(𝜑, 𝑣)⊥ =
(

−𝑔(𝜑) − 𝑏𝜑 − 𝑎
2
𝑉0𝛾(𝜑), 0

)⊥
, (3.5)

where 𝛾 denoted the trace operator. We note that 𝛾 is well defined in 𝐻𝑞 ,𝑝(𝛺) if 𝑞 > 1
𝑝 , in particular it is well defined in 𝐻1(𝛺) and

lso in 𝐻𝑞(𝛺) for 𝑞 > 1
2 .

First, using again the Proposition 2.1 in [6], we obtain that 𝐴 is a sectorial operator in 𝑌 = 𝐻2𝛼 × 𝐻2𝛽 with 𝛼 , 𝛽 such that
< 𝛼 − 𝛽 < 1 and 𝑌 𝛿 = 𝐻2(𝛼+𝛿) ×𝐻2(𝛽+𝛿) and 𝛿 ∈ [0, 1).

Next, working as in Proposition 2.4 if we consider 𝛼 = − 𝑞
2 , 𝛽 = − 1+𝑞

2 , then 𝐴 is a sectorial operator in 𝑌 = 𝐻−𝑞 ×𝐻−(1+𝑞) with
𝑌 𝛿 = 𝐻1 × 𝐿2 for 𝛿 = 1+𝑞

2 ∈ [0, 1) for 1
2 < 𝑞 < 1.

Moreover, we will prove now that 𝐻 ∶ 𝑌 𝛿 = 𝐻1 × 𝐿2 ⟶ 𝑌 = 𝐻−𝑞 ×𝐻−(1+𝑞) is locally Lipschitz for some suitable 𝑞 , 𝑟 and 𝜌.

Lemma 3.1. Under the above notations. We assume that
(i) 𝑔 ∈ 𝐶1(𝐼𝑅) satisfying (2.12), i.e.

|𝑔(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟), |𝑔′(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟−1), 1 ≤ 𝑟 ≤ 𝑁
(𝑁 − 2)+

, 𝑠 ∈ 𝐼𝑅, 𝐶 > 0

(ii) 𝑉0 ∈ 𝐿𝜌(𝛤 ) with 𝜌 > 𝑁 − 1 and max{𝑁−1
𝜌 , 12 } < 𝑞 < 1.

Then,

𝐻 ∶ 𝑌 𝛿 = 𝐻1 × 𝐿2 ⟶ 𝑌 = 𝐻−𝑞 ×𝐻−(1+𝑞)

given by (3.5) is locally Lipschitz and maps bounded sets into bounded sets.

Proof. First, we consider 𝛾∗ ∶ 𝜑 ∈ 𝐻1 ⟶ 𝛾∗(𝜑) = 𝑉0𝛾(𝜑) ∈ 𝐻−𝑞 where 𝛾 is the trace operator and we prove that ‖𝑉0𝛾(𝜑)‖𝐻−𝑞 (𝛺) ≤
‖𝜑‖𝐻1(𝛺).

In effect, let 𝛷 ∈ 𝐻𝑞(𝛺), using again Lemma 2.1 in [8] working as in Lemma 2.3, we obtain
|

|

|

⟨𝑉0𝛾(𝜑), 𝛷⟩

|

|

|

= |

|

|∫𝛤
𝑉0(𝑥)𝜑𝛷

|

|

|

≤ ∫𝛤
|𝑉0(𝑥)𝜑𝛷| ≤

(

∫𝛤
|𝑉0(𝑥)|

𝜌
)

1
𝜌
(

∫𝛤
|𝜑|𝑚

)
1
𝑚
(

∫𝛤
|𝛷|

𝑛
)

1
𝑛 ≤ 𝐶‖𝜑‖𝐻1‖𝛷‖𝐻𝑞

where 1
𝜌 +

1
𝑚 + 1

𝑛 = 1 and 𝜌, 𝑚, 𝑛 are such that 1 − 𝑁
2 ≥ −𝑁−1

𝑚 and 𝑞 − 𝑁
2 ≥ −𝑁−1

𝑛 with 𝑞 > 1
2 , i.e. 𝐻1(𝛺) ⊂ 𝐿𝑚(𝛤 ) and 𝐻𝑞(𝛺) ⊂ 𝐿𝑛(𝛤 ).

Therefore, ‖𝑉0𝛾(𝜑)‖𝐻−𝑞 (𝛺) ≤ 𝐶‖𝜑‖𝐻1(𝛺). This 𝛾∗ is locally Lipschitz and maps bounded into bounded set.
Finally, from Lemma 2.2 𝑔 ∶ 𝐻1(𝛺) ⟶ 𝐿2(𝛺) ⊂ 𝐻−𝑞(𝛺) is also locally Lipschitz and maps bounded into bounded set, and we

onclude. □

Proposition 3.2 (Local Existence of Solutions). Under the above notations and hypotheses of Lemma 3.1, for the initial condition
𝜑0
0, 𝑣00) ∈ 𝐻1(𝛺) × 𝐿2(𝛺), there exits a unique solution (𝜑0, 𝑣0) ∈ 𝐶([0, 𝑇 ], 𝐻1(𝛺) × 𝐿2(𝛺)) of (𝑃0)(3.1) with 𝑇 = 𝑇 (𝜑0, 𝑣0) > 0, given by

he variation of constants formula
(𝜑0(𝑡), 𝑣0(𝑡))⊥ = 𝑒−𝐴𝑡(𝜑0

0, 𝑣00)⊥ + ∫

𝑡

0
𝑒−𝐴(𝑡−𝑠)(𝐻(𝜑0(𝑠)), 𝑣0(𝑠))⊥𝑑 𝑠.

with 𝐴 and 𝐻 given by (2.5) and (3.5), respectively.
Moreover, for every 𝑞 such that 𝑚𝑎𝑥{𝑁−1

𝜌 , 12 } < 𝑞 < 1, with 𝜌 > 𝑁 − 1,
(𝜑0, 𝑣0) ∈ 𝐶((0, 𝑇 );𝐻2−𝑞(𝛺) ×𝐻1−𝑞(𝛺)),

(𝜑0
𝑡 , 𝑣0𝑡 ) ∈ 𝐶((0, 𝑇 );𝐻−𝑞+2𝜃(𝛺) ×𝐻−(1+𝑞)+2𝜃(𝛺)),

for every 0 ≤ 𝜃 < 1 and satisfies (3.1) as an equality in 𝐻−𝑞(𝛺) × 𝐻−(1+𝑞)(𝛺). In particular, 𝐻−𝑞(𝛺) ⊂ 𝐻−1(𝛺) and (𝜑0, 𝑣0) is a weak
olution of (𝑃0)(3.1).
Besides, if the solution has been extended to a maximal interval of time [0, 𝑇𝑚𝑎𝑥), we have either 𝑇𝑚𝑎𝑥 = ∞, or the solution blows-up in

the 𝐻1(𝛺) × 𝐿2(𝛺) norm as 𝑡 → 𝑇𝑚𝑎𝑥.

Proof. Under above notations, we consider the evolution Eq. (3.4), i.e.

𝑈𝑡 + 𝐴𝑈 = 𝐻(𝑈 ) where 𝑈 = (𝜑0, 𝑣0)⊥

with 𝐴 is sectorial operator in 𝑌 = 𝐻−𝑞(𝛺) ×𝐻−(1+𝑞)(𝛺) and using the above Lemma 3.1, this is 𝐻 ∶ 𝑌 𝛿 ⟶ 𝑌 is locally Lipschitz
with 𝛿 ∈ [0, 1) and (𝜑0

0, 𝑣00) ∈ 𝐻1(𝛺) × 𝐿2(𝛺) = 𝑌 𝛿 and also maps bounded into bounded sets, so from [11–13] we conclude. □
8 
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3.2. Convergence of the concentrated-potential phase-field model

Now, we consider the family of initial data in 𝐻1(𝛺) × 𝐿2(𝛺) uniformly bounded in 𝜀, and we have the following result.

Lemma 3.3. Let (𝜑𝜀(0, 𝑥), 𝑣𝜀(0, 𝑥)) = (𝜑𝜀
0(𝑥), 𝑣𝜀0(𝑥)) ∈ 𝐻1(𝛺) × 𝐿2(𝛺) uniformly bounded in 𝜀, this is

‖(𝜑𝜀
0(𝑥), 𝑣𝜀0(𝑥))‖𝐻1(𝛺)×𝐿2(𝛺) ≤ 𝐶 , 𝐶 > 0 independent of 𝜀, (3.6)

and we assume additionally that 𝐺 satisfies (2.7) and 𝑉𝜀 satisfies (2.11) .
Then:
(i) There exists (𝜑0

0(𝑥), 𝑣00(𝑥)) ∈ 𝐻1(𝛺) × 𝐿2(𝛺) and a subsequence such that:
(𝜑𝜀

0, 𝑣𝜀0) → (𝜑0
0, 𝑣00) weakly in 𝐻1(𝛺) × 𝐿2(𝛺) and strongly in 𝐿2(𝛺) ×𝐻−1(𝛺) as 𝜀 → 0. (3.7)

(ii) There exists 𝐾 > 0 independent of 𝜀 such that
𝐸𝜀(𝜑𝜀

0(𝑥), 𝑣𝜀0(𝑥)) ≤ 𝐾 (3.8)

where 𝐸𝜀 is given by (2.14), i.e.
𝐸𝜀(𝜑, 𝑣) =

𝑘1
2
‖∇𝜑‖2 + ∫𝛺

𝐺(𝜑) + 𝑏
2 ∫𝛺

(𝑎
𝑏
𝑣 − 𝜑)2 + 𝑎

4𝜀 ∫𝜔𝜀

𝑉𝜀|𝜑|
2.

Proof.
(i) It is enough to note that 𝐻1(𝛺) × 𝐿2(𝛺) ⊂ 𝐿2(𝛺) ×𝐻−1(𝛺) with compact embedding.
(ii) In effect, 𝐸𝜀(𝜑𝜀

0(𝑥), 𝑣𝜀0(𝑥)) =
𝑘1
2 ‖∇𝜑𝜀

0(𝑥)‖
2+∫𝛺 𝐺(𝜑𝜀

0(𝑥)) +
𝑏
2 ∫𝛺(

𝑎
𝑏 𝑣

𝜀
0(𝑥) −𝜑𝜀

0(𝑥))
2+ 𝑎

4𝜀 ∫𝜔𝜀
𝑉𝜀|𝜑𝜀

0(𝑥)|
2 ≤ 𝑐0‖(𝜑𝜀

0(𝑥), 𝑣𝜀0(𝑥))‖2𝐻1(𝛺)×𝐿2(𝛺)
+

∫𝛺 |𝐺(𝜑𝜀
0(𝑥))| +

𝑎
4𝜀 ∫𝜔𝜀

|𝑉𝜀||𝜑𝜀
0(𝑥)|

2.
Besides, from (2.7) we get ∫𝛺 |𝐺(𝜑𝜀

0)| ≤ 𝑐1
(

1 + ∫𝛺 |𝜑𝜀
0|

𝑟+1
)

≤ 𝑐2
(

1 + ‖𝜑𝜀
0‖

𝑟+1
𝐻1(𝛺)

)

since from hypothesis on 𝑟 we have 𝐻1(𝛺) ⊂
𝑟+1(𝛺); and using (2.22) we also have 1

𝜀 ∫𝜔𝜀
|𝑉𝜀||𝜑𝜀

0|
2 ≤ 𝑐3‖𝜑𝜀

0‖
2
𝐻1

0 (𝛺)
. Finally, taking into account that 𝑐𝑖 > 0, 𝑖 = 0, 1, 2, 3 are

ndependent of 𝜀, from (3.6) we conclude (3.7). □

In order to study the convergence of solutions of (2.1) as 𝜀 → 0, we will prove the next result above the concentrated-potential
unctions. This result, which we include for completeness, is the consequence of several technical lemmas proved in [8].

Lemma 3.4. If 𝑉𝜀 satisfies (2.9), that is:
1
𝜀 ∫𝜔𝜀

|𝑉𝜀|
𝜌 ≤ 𝐶 , 𝐶 > 0 independent of 𝜀

for 1 ≤ 𝜌 < ∞, then:
(I) There exist 𝑉0 ∈ 𝐿𝜌(𝛤 ) such that for any smooth function 𝜙 defined in 𝛺̄, we have

lim
𝜀→0

1
𝜀 ∫𝜔𝜀

𝑉𝜀𝜙 = ∫𝛤
𝑉0𝜙. (3.9)

(II) Under the hypothesis from Lemma 2.3, this is 𝜌 > 𝑁 − 1 and 𝑞 > max{𝑁−1
𝜌 , 12 }, taking a function 𝛷(𝑡, 𝑥) ∈ 𝐿1((0, 𝑇 ), 𝐻𝑞(𝛺)) we also

have
1
𝜀
𝜔𝜀

𝑉𝜀𝛷 → 𝑉0𝛾(𝛷) as 𝜀 → 0 in 𝐿1((0, 𝑇 ), 𝐻−1(𝛺)). (3.10)

(III) Moreover, under the above hypotheses if we also assume that
𝜑𝜀 → 𝜑0 𝑤𝑒𝑎𝑘𝑙 𝑦∗ in 𝐿∞((0, 𝑇 ), 𝐻1(𝛺)) as 𝜀 → 0. (3.11)

Then for every function 𝛷(𝑡, 𝑥) ∈ 𝐿1((0, 𝑇 ), 𝐻𝑞(𝛺)) we get
1
𝜀 ∫

𝑇

0 ∫𝜔𝜀

𝑉𝜀(𝑥)𝜑𝜀𝛷 → ∫

𝑇

0 ∫𝛤
𝑉0(𝑥)𝜑0𝛷 as 𝜀 → 0. (3.12)

Proof. (I) From Lemma 2.2 in [8] we have (3.9).
(II) For fixed 𝑡 ∈ [0, 𝑇 ] from Lemma 2.5 in [8], given 𝛷(𝑡, .) ∈ 𝐻𝑠(𝛺) and 𝜑(𝑡, .) ∈ 𝐻1(𝛺) in particular, we have

lim
𝜀→0

1
𝜀 ∫𝜔𝜀

𝑉𝜀(𝑥)𝛷(𝑡, .)𝜑(𝑡, .) = ∫𝛤
𝑉0(𝑥)𝛷(𝑡, .)𝜑(𝑡, .), a.e. 𝑡 ∈ [0, 𝑇 ],

this is
1
𝜀
𝜔𝜀

𝑉𝜀(𝑥)𝛷(𝑡, .) → 𝑉0(𝑥)𝛾(𝛷(𝑡, .)) as 𝜀 → 0 in 𝐻−1(𝛺), a.e. 𝑡 ∈ [0, 𝑇 ].

Now, working as in Lemma 2.3 i.e. using again Lemma 2.1 in [8] from (2.10) with 𝛷(𝑡, .) ∈ 𝐻𝑞(𝛺) for any 𝜑 ∈ 𝐻1(𝛺)

|⟨

1𝜔𝜀
𝑉𝜀𝛷(𝑡, .), 𝜑⟩| ≤ 1

|𝑉𝜀𝛷(𝑡, .)𝜑| ≤

𝜀 𝜀 ∫𝜔𝜀

9 



Á. Jiménez-Casas

(

Results in Applied Mathematics 25 (2025) 100523 
( 1
𝜀 ∫𝜔𝜀

|𝑉𝜀|
𝜌
)

1
𝜌
( 1
𝜀 ∫𝜔𝜀

|𝛷(𝑡, .)|𝑚
)

1
𝑚
( 1
𝜀 ∫𝜔𝜀

|𝜑|𝑛
)

1
𝑛 ≤ 𝐶‖𝛷(𝑡, .)‖𝐻𝑞 (𝛺)‖𝜑‖𝐻1(𝛺)

where 1
𝜌 +

1
𝑚 + 1

𝑛 = 1 and 𝜌, 𝑚, 𝑛 are such that 𝑞 − 𝑁
2 ≥ −𝑁−1

𝑚 and 1 − 𝑁
2 ≥ −𝑁−1

𝑛 with 𝑞 > 1
2 , i.e. 𝐻𝑞(𝛺) ⊂ 𝐿𝑚(𝛤 ) and 𝐻1(𝛺) ⊂ 𝐿𝑛(𝛤 ).

Thus, ‖ 1
𝜀𝜔𝜀

𝑉𝜀𝛷(𝑡, .)‖𝐻−1 ≤ 𝐶‖𝛷(𝑡, .)‖𝐻𝑞 (𝛺) = ℎ(𝑡) ∈ 𝐿1(0, 𝑇 ), since ∫ 𝑇
0 ℎ(𝑡) = 𝐶‖𝛷‖𝐿1((0,𝑇 ),𝐻𝑞 (𝛺)) = 𝐾. Therefore, from the Lebesgue

dominated converge theorem we conclude.
(III)
First, we note that

1
𝜀 ∫

𝑇

0 ∫𝜔𝜀

𝑉𝜀(𝑥)𝜑𝜀𝛷 = 1
𝜀 ∫

𝑇

0 ∫𝜔𝜀

𝑉𝜀(𝑥)𝜑0𝛷 + 1
𝜀 ∫

𝑇

0 ∫𝜔𝜀

𝑉𝜀(𝑥)(𝜑𝜀 − 𝜑0)𝛷

and from (3.10) in the above part (II), given 𝜑0 ∈ 𝐿∞((0, 𝑇 ), 𝐻1(𝛺)) we have 1
𝜀 ∫

𝑇
0 ∫𝜔𝜀

𝑉𝜀(𝑥)𝜑0𝛷 =
⟨

1
𝜀𝜔𝜀

𝑉𝜀𝛷 , 𝜑0
⟩

→
⟨

𝑉0𝛾(𝛷), 𝜑0
⟩

=

∫ 𝑇
0 ∫𝛤 𝑉0(𝑥)𝜑0𝛷 as 𝜀 → 0, where by ⟨., .⟩ we denote the duality between 𝐿∞((0, 𝑇 ), 𝐻1(𝛺)) and 𝐿1((0, 𝑇 ), 𝐻−1(𝛺)).

Next, we will prove that
1
𝜀 ∫

𝑇

0 ∫𝜔𝜀

𝑉𝜀(𝑥)(𝜑𝜀 − 𝜑0)𝛷 → 0 as 𝜀 → 0 (3.13)

and we conclude.
In effect, 1

𝜀 ∫
𝑇
0 ∫𝜔𝜀

𝑉𝜀(𝑥)(𝜑𝜀 − 𝜑0)𝛷 =
⟨

𝜑𝜀 − 𝜑0, 1𝜀𝜔𝜀
𝑉𝜀(𝑥)𝛷

⟩

= (1) + (2) with (1) =
⟨

𝜑𝜀 − 𝜑0, 1𝜀𝜔𝜀
𝑉𝜀𝛷 − 𝑉0𝛾(𝜑)

⟩

and

(2) =
⟨

𝜑𝜀 − 𝜑0, 𝑉0𝛾(𝜑)
⟩

.
Besides, |(1)| ≤ ‖𝜑𝜀 − 𝜑0

‖𝐿∞((0,𝑇 ),𝐻1(𝛺))‖
1
𝜀𝜔𝜀

𝑉𝜀𝛷 − 𝑉0𝛾(𝛷)‖𝐿1((0,𝑇 ),𝐻−1(𝛺)) ≤ 𝐶‖

1
𝜀𝜔𝜀

𝑉𝜀𝛷 − 𝑉0𝛾(𝜑)‖𝐿1((0,𝑇 ),𝐻−1(𝛺)) and from (II) we
have (1) → 0 as 𝜀 → 0. On the other hand using again (3.10) in the above part (II), 𝑉0𝛾(𝜑) ∈ 𝐿1((0, 𝑇 ), 𝐻−1(𝛺)) and then from
(3.11)(2) → 0 as 𝜀 → 0. So we get (3.13) and we conclude. □

Finally, before to prove the main result in this section, Theorem 3.6, we will also show the following result above the non
linearity 𝑔 acting on the solutions of (2.1).

Lemma 3.5. Let 𝑔 ∶ 𝐼𝑅 → 𝐼𝑅 be a continuous function satisfying (2.7) i.e.

|𝑔(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟), 𝐶 > 0 with 1 ≤ 𝑟 ≤ 𝑁
(𝑁 − 2)+

, 𝑠 ∈ 𝐼𝑅.

We assume that the family 𝜑𝜀 ∈ 𝐿∞((0, 𝑇 ), 𝐻1(𝛺)) is uniformly bounded in 𝜀, i.e.
‖𝜑𝜀

‖𝐿∞((0,𝑇 ),𝐻1(𝛺)) ≤ 𝐶

with 𝐶 > 0 independent of 𝜀, and we also assume that there exists 𝜑0 ∈ 𝐿∞((0, 𝑇 ), 𝐻1(𝛺)) such that
𝜑𝜀(𝑡, 𝑥) → 𝜑0(𝑡, 𝑥) a.e. (𝑡, 𝑥) ∈ (0, 𝑇 ) ×𝛺 as 𝜀 → 0.

Then, for every 𝛷 ∈ 𝐿1((0, 𝑇 ), 𝐿2(𝛺)), we have

∫

𝑇

0 ∫𝛺
𝑔(𝜑𝜀)𝛷 → ∫

𝑇

0 ∫𝛺
𝑔(𝜑0)𝛷 as 𝜀 → 0. (3.14)

Proof. Let, 𝛷 ∈ 𝐿1((0, 𝑇 ), 𝐿2(𝛺)), since 𝑔 is continuous we also have
(i) 𝑔(𝜑𝜀(𝑡, 𝑥))𝛷(𝑡, 𝑥) → 𝑔(𝜑0(𝑡, 𝑥))𝛷(𝑡, 𝑥) as 𝜀 → 0 a.e. (𝑡, 𝑥) ∈ (0, 𝑇 ) ×𝛺 and from (2.7), we have
(ii) |𝑔(𝜑𝜀(𝑡, 𝑥))𝛷(𝑡, 𝑥)| ≤ 𝐶|𝛷(𝑡, 𝑥)|(1 + |𝜑𝜀(𝑡, 𝑥)|𝑟) ≡ ℎ(𝑡, 𝑥).
Finally, we will show that ℎ(𝑡, 𝑥) ∈ 𝐿1((0, 𝑇 ) ×𝛺) and from Lebesgue dominated convergence theorem we conclude.
In effect, ∫ 𝑇

0 ∫𝛺 ℎ(𝑡, 𝑥)𝑑 𝑥𝑑 𝑡 = 𝐶 ∫ 𝑇
0 ∫𝛺 |𝛷| + 𝐶 ∫ 𝑇

0 ∫𝛺 |𝛷||𝜑𝜀
|

𝑟 and using now Hölder inequality together with 𝐻1(𝛺) ⊂ 𝐿2𝑟(𝛺)
since 𝑟 ≤ 𝑁

(𝑁−2)+
), we obtain

∫

𝑇

0 ∫𝛺
|𝛷||𝜑𝜀

|

𝑟 ≤ ∫

𝑇

0

(

∫𝛺
|𝛷|

2)
1
2
(

∫𝛺
|𝜑𝜀

|

2𝑟)
1
2 ≤ 𝐶‖𝜑𝜀

‖

𝑟
𝐿∞((0,𝑇 ),𝐻1(𝛺))

‖𝛷‖𝐿1((0,𝑇 ),𝐿2(𝛺)) ≤ 𝐶

and we get (3.14). □

Theorem 3.6. Assume that the 𝑔 ∈ 𝐶1(𝐼𝑅) satisfying, (2.12) and (2.16), i.e.
|𝑔(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟), |𝑔′(𝑠)| ≤ 𝐶(1 + |𝑠|𝑟−1), 1 ≤ 𝑟 ≤ 𝑁

(𝑁 − 2)+
, lim inf
|𝑠|→∞

𝑔(𝑠)
𝑠

> 0,

with 𝐶 > 0 and 𝑠 ∈ 𝐼𝑅.
Besides, the concentrated-potential function 𝑉𝜀 verifies (2.11) and (2.17), i.e.

1
𝜀 ∫𝜔𝜀

|𝑉𝜀|
𝜌 ≤ 𝐶 , 𝐶 > 0 independent of 𝜀, 𝑉𝜀(𝑥) ≥ 0 ∀𝑥 ∈ 𝜔𝜀0 with 0 < 𝜀 ≤ 𝜀0

where 𝜌 > 𝑁 − 1 and max{𝑁−1
𝜌 , 12 } < 𝑞 < 1.

We consider the initial data (𝜑𝜀, 𝑣𝜀) ∈ 𝐻1(𝛺) × 𝐿2(𝛺) satisfying (3.6), i.e.
0 0

10 
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‖(𝜑𝜀
0, 𝑣𝜀0)‖𝐻1(𝛺)×𝐿2(𝛺) ≤ 𝐶

with 𝐶 > 0 independent of 𝜀.
Then, for any 𝑇 > 0, we consider (𝜑𝜀(𝑡), 𝑣𝜀(𝑡)) the solution of (2.2) given by Proposition 2.5 and by taking subsequences if necessary,

there exists 𝜑0(𝑡, 𝑥) ∈ 𝐿∞((0, 𝑇 ), 𝐻1(𝛺)) and 𝑣0(𝑡, 𝑥) ∈ 𝐿∞((0, 𝑇 ), 𝐿2(𝛺)) ∩ 𝐿2((0, 𝑇 ), 𝐻1(𝛺)) such that
(𝜑𝜀, 𝑣𝜀) → (𝜑0, 𝑣0) 𝑤𝑒𝑎𝑘𝑙 𝑦∗ in 𝐿∞((0, 𝑇 ), 𝐻1(𝛺) × 𝐿2(𝛺)) as 𝜀 → 0, (3.15)

(𝜑𝜀, 𝑣𝜀) → (𝜑0, 𝑣0) strongly in 𝐶([0, 𝑇 ], 𝐿2(𝛺) ×𝐻−1(𝛺)) as 𝜀 → 0, (3.16)

(𝜑𝜀
𝑡 , 𝑣𝜀𝑡 ) → (𝜑0

𝑡 , 𝑣0𝑡 ) 𝑤𝑒𝑎𝑘𝑙 𝑦 in 𝐿2((0, 𝑇 ), 𝐿2(𝛺) ×𝐻−1(𝛺)) as 𝜀 → 0. (3.17)

Moreover, if 𝜀 → 0 then

𝑣𝜀 → 𝑣0 𝑤𝑒𝑎𝑘𝑙 𝑦 in 𝐿2((0, 𝑇 ), 𝐻1(𝛺)). (3.18)

Finally, taking a smooth enough function 𝛷(𝑡, 𝑥) we get

∫

𝑇

0 ∫𝛺
𝑔(𝜑𝜀)𝛷 → ∫

𝑇

0 ∫𝛺
𝑔(𝜑0)𝛷 → as 𝜀 → 0 (3.19)

and
1
𝜀 ∫

𝑇

0 ∫𝜔𝜀

𝑉𝜀(𝑥)𝜑𝜀𝛷 → ∫

𝑇

0 ∫𝛤
𝑉0(𝑥)𝜑0𝛷 → as 𝜀 → 0 (3.20)

where 𝑉0(𝑥) is the function given in Lemma 3.4 and 𝛷 ∈ 𝐿1((0, 𝑇 ), 𝐻𝑞(𝛺)) with 1 > 𝑞 > max{𝑁−1
𝜌 , 12 }.

Proof. We split the proof in several steps. Hereafter we will denote by 𝐶 or 𝐾 any positive constant which is independent of 𝜀.
Step 1. From (2.15) together with (2.18) in the above Proposition 2.5 we have the global solutions of (2.2) satisfies

∫

𝑡

0
‖𝜑𝜀

𝑡 ‖
2 + ∫

𝑡

0

𝑎
𝑐
‖𝑣𝜀𝑡 ‖

2
−1 +

𝑘1
2
‖∇𝜑𝜀

‖

2 + 𝛿‖𝜑𝜀
‖

2 + 𝑏
2
‖

𝑎
𝑏
𝑣𝜀 − 𝜑𝜀

‖

2 − 𝐶(𝛿)|𝛺| ≤ 𝐸𝜀(𝜑𝜀
0, 𝑣𝜀0)

for any 𝑡 > 0, where ‖.‖ and ‖.‖−1 denote the norm in 𝐿2(𝛺) and 𝐻−1(𝛺) = (𝐻1
0 (𝛺))′ respectively, 𝛿 , 𝐶(𝛿) are positive constants

ndependent of 𝜀 and 𝐸𝜀(𝜑𝜀
0, 𝑣𝜀0) is given by (2.14).

Moreover, from the assumption on the initial data (3.6) using (3.8) in Lemma 3.3, we also have that 𝐸𝜀(𝜑𝜀
0, 𝑣𝜀0) ≤ 𝐶, with 𝐶 > 0

independent of 𝜀 and thus

∫

𝑡

0
‖𝜑𝜀

𝑡 ‖
2 + ∫

𝑡

0

𝑎
𝑐
‖𝑣𝜀𝑡 ‖

2
−1 +

𝑘1
2
‖∇𝜑𝜀

‖

2 + 𝛿‖𝜑𝜀
‖

2 + 𝑏
2
‖

𝑎
𝑏
𝑣𝜀 − 𝜑𝜀

‖

2 ≤ 𝐾

with 𝐾 > 0 independent of 𝜀. In particular, for 𝑇 > 0 as in (2.19), we have

sup
0≤𝑡≤𝑇

‖(𝜑𝜀, 𝑣𝜀)‖𝐻1(𝛺)×𝐿2(𝛺) = ‖(𝜑𝜀, 𝑣𝜀)‖𝐿∞((0,𝑇 ),𝐻1(𝛺)×𝐿2(𝛺)) ≤ 𝐾 , (3.21)

‖𝜑𝜀
𝑡 ‖𝐿2((0,𝑇 ),𝐿2(𝛺)) = ‖𝜑𝜀

𝑡 ‖𝐿2((0,𝑇 )×𝛺) ≤ 𝐾 , (3.22)

‖𝑣𝜀𝑡 ‖𝐿2((0,𝑇 ),𝐻−1(𝛺)) ≤ 𝐾 . (3.23)

From (3.21) there exists 𝜑0(𝑡, 𝑥) ∈ 𝐿∞((0, 𝑇 ), 𝐻1(𝛺)) and 𝑣0(𝑡, 𝑥) ∈ 𝐿∞((0, 𝑇 ), 𝐿2(𝛺)) and subsequences such that

(𝜑𝜀, 𝑣𝜀) → (𝜑0, 𝑣0) 𝑤𝑒𝑎𝑘𝑙 𝑦∗ in 𝐿∞((0, 𝑇 ), 𝐻1(𝛺) × 𝐿2(𝛺)) as 𝜀 → 0,

and we obtain (3.15).
Step 2. In this part we will prove

𝜑𝜀 → 𝜑0 in 𝐶([0, 𝑇 ], 𝐿2(𝛺)), 𝑣𝜀 → 𝑣0 in 𝐶([0, 𝑇 ], 𝐻−1(𝛺)) as 𝜀 → 0,

and we get (3.16).
In order to prove this, we consider the family {(𝜑𝜀, 𝑣𝜀)}𝜀 with

(𝜑𝜀, 𝑣𝜀) ∶ [0, 𝑇 ] → 𝐿2(𝛺) ×𝐻−1(𝛺)

and using (3.22) and (3.23), first we will prove that {(𝜑𝜀, 𝑣𝜀)}𝜀 is equicontinuous.
In effect, for 𝑡𝑖 ∈ [0, 𝑇 ], 𝑖 = 1, 2 using Hölder inequality together with (3.22), we obtain

‖𝜑𝜀(𝑡1) − 𝜑𝜀(𝑡2)‖𝐿2(𝛺) ≤ ∫

𝑡2

𝑡1
‖𝜑𝜀

𝑡 ‖𝐿2(𝛺) ≤
(

∫

𝑡2

𝑡1
‖𝜑𝜀

𝑡 ‖
2
𝐿2(𝛺)

)
1
2
|𝑡2 − 𝑡1|

1
2 ≤ 𝐶|𝑡2 − 𝑡1|

1
2

and analogously from (3.23)

‖𝑣𝜀(𝑡1) − 𝑣𝜀(𝑡2)‖𝐻−1(𝛺) ≤
𝑡2
‖𝑣𝜀‖𝐻−1(𝛺) ≤

( 𝑡2
‖𝑣𝜀‖2 −1

)
1
2
|𝑡2 − 𝑡1|

1
2 ≤ 𝐶|𝑡2 − 𝑡1|

1
2 .
∫𝑡1

𝑡 ∫𝑡1
𝑡 𝐻
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Next, for every 𝑡 ∈ [0, 𝑇 ] fixed, from (3.21) we also have (𝜑𝜀(𝑡, .), 𝑣𝜀(𝑡, .)) is uniformly bounded in 𝐻1
0 (𝛺) × 𝐿2(𝛺) ⊂ 𝐿2(𝛺) ×𝐻−1(𝛺)

with compact embedding.
Therefore, from Ascoli-Arzela’s Theorem, there exists a subsequence which converge to a limit function (𝜑0, 𝑣0) in 𝐶([0, 𝑇 ], 𝐿2(𝛺) ×

𝐻−1(𝛺)).
In particular, for 𝑡 = 0, we have (𝜑𝜀

0, 𝑣𝜀0) = (𝜑𝜀(0, .), 𝑣𝜀(0, .)) → (𝜑0(0, .), 𝑣0(0, .)) = (𝜑0
0, 𝑣00) as 𝜀 → 0.

Step 3. Here, using standard techniques as in [10] we will prove (3.17), i.e.

𝜑𝜀
𝑡 → 𝜑0

𝑡 weakly in 𝐿2((0, 𝑇 ), 𝐿2(𝛺)) and 𝑣𝜀𝑡 → 𝑣0𝑡 weakly in 𝐿2((0, 𝑇 ), 𝐻−1(𝛺)) as 𝜀 → 0.

First from (3.22) taking another subsequence if necessary, there exists 𝑤 ∈ 𝐿2

(0, 𝑇 ), 𝐿2(𝛺)) such that 𝜑𝜀
𝑡 → 𝑤 𝑤𝑒𝑎𝑘𝑙 𝑦 in 𝐿2((0, 𝑇 ), 𝐿2(𝛺)).

Second, we will prove 𝑤 = 𝜑0
𝑡 . In effect, for every 𝛷(𝑡, .) smooth such that 𝛷(𝑇 , .) = 𝛷𝑡(𝑇 , .) = 0 and integrating by parts, we have

∫

𝑇

0 ∫𝛺
𝜑𝜀
𝑡𝛷 = −∫𝛺

𝜑𝜀
0𝛷(0) − ∫

𝑇

0 ∫𝛺
𝜑𝜀𝛷𝑡.

From the convergence of 𝜑𝜀
0, 𝜑𝜀 and 𝜑𝜀

𝑡 , we obtain

∫

𝑇

0 ∫𝛺
𝑤𝛷 = −∫𝛺

𝜑0
0𝛷(0) − ∫

𝑇

0 ∫𝛺
𝜑0𝛷𝑡 = ∫

𝑇

0 ∫𝛺
𝜑0
𝑡𝛷 .

and we get 𝑤 = 𝜑0
𝑡 .

Finally, from (3.23) we obtain a subsequence such that 𝑣𝜀𝑡 → 𝑤∗ 𝑤𝑒𝑎𝑘𝑙 𝑦 in 𝐿2((0, 𝑇 ), 𝐻−1(𝛺)) and working analogously we
onclude 𝑤∗ = 𝑣0𝑡 .
Step 4. Now, we will show (3.18), i.e. 𝑣𝜀 → 𝑣0 𝑤𝑒𝑎𝑘𝑙 𝑦 in 𝐿2((0, 𝑇 ), 𝐻1(𝛺)).
First from (3.21) we also have ‖𝛥𝜑𝜀

‖𝐿∞((0,𝑇 ),𝐻−1(𝛺)) ≤ 𝐾, and taking into account that 𝑘2𝛥𝑣𝜀 = 𝑣𝜀𝑡 + 𝑐 𝛥𝜑𝜀 we have
𝛥𝑣𝜀‖𝐿2((0,𝑇 ),𝐻−1(𝛺)) ≤ 𝐾.

Next, from Proposition 2.4 taking 2𝜃 = 1 + 𝑞 we note 𝑣𝜀𝑡 = −𝛥(𝑐 𝜑𝜀 − 𝑘2𝑣𝜀) ∈ 𝐿2(𝛺), and we use the elliptic regularity together
ith (3.21) in order to prove that ‖𝑣𝜀‖𝐿2((0,𝑇 ),𝐻1(𝛺)) ≤ 𝐾.

In effect, multiplying this equation, 𝑘2𝛥𝑣𝜀 = 𝑣𝜀𝑡 + 𝑐 𝛥𝜑𝜀 by 𝑣𝜀 and integrating by parts, we get

𝑘2 ∫𝛺
|∇𝑣𝜀|2 = 1

2
𝑑
𝑑 𝑡 (∫𝛺

|𝑣𝜀|2) + 𝑐 ∫𝛺
∇𝜑𝜀∇𝑣𝜀,

thus, integrating in 𝑡 ∈ [0, 𝑇 ] we obtain

𝑘2 ∫

𝑡

0 ∫𝛺
|∇𝑣𝜀|2 = 1

2 ∫𝛺
|𝑣𝜀(𝑡)|2 − 1

2 ∫𝛺
|𝑣𝜀(0)|2 + 𝑐 ∫

𝑡

0 ∫𝛺
∇𝜑𝜀∇𝑣𝜀.

Besides, using now Hölder and Young inequality with 𝑝 = 2 respectively, there exist a positive constant 𝐶 depending on 𝑘2 but
independent of 𝜀, such that

∫𝛺
∇𝜑𝜀∇𝑣𝜀 ≤ 𝐶‖∇𝜑𝜀

‖‖∇𝑣𝜀‖ ≤
𝑘2
2
‖∇𝑣𝜀‖2 + 𝐶‖∇𝜑𝜀

‖

2,

and using now (3.21) together with (3.6), we get
𝑘2
2 ∫

𝑇

0 ∫𝛺
|∇𝑣𝜀|2 ≤ 𝐾 and ‖𝑣𝜀‖𝐿2((0,𝑇 ),𝐻1(𝛺)) ≤ 𝐾 .

Finally, taking another subsequence if necessary, there exists 𝑣∗ ∈ 𝐿2((0, 𝑇 ), 𝐻1(𝛺)) such that 𝑣𝜀 → 𝑣∗ 𝑤𝑒𝑎𝑘𝑙 𝑦 in 𝐿2((0, 𝑇 ),
𝐻1(𝛺)) and working analogously as above steps, we get 𝑣∗ = 𝑣0 and we conclude (3.18).

Step 5.
Using now (3.16), in particular we have 𝜑𝜀(𝑡, 𝑥) → 𝜑0(𝑡, 𝑥) as 𝜀 → 0 a.e. (𝑡, 𝑥) ∈ (0, 𝑇 ) ×𝛺 and we also have ‖𝜑𝜀

‖𝐿∞((0,𝑇 ),𝐻1(𝛺)) ≤ 𝐶,
so from Lemma 3.5 we get (3.19) for 𝛷 ∈ 𝐿1((0, 𝑇 ), 𝐿2(𝛺)).

Finally, we can use Lemma 3.4 to conclude (3.20) for every 𝛷 ∈ 𝐿1((0, 𝑇 ), 𝐻𝑞(𝛺)) with 𝑞 > max{𝑁−1
𝜌 , 12 }. □

Now, we identify the limit function above as a weak solution of the limit problem (𝑃0)(3.1).

Proposition 3.7. Under the notations and hypotheses of Theorem 3.6, if we consider the limit function (𝜑0, 𝑣0) in Theorem 3.6, then we
ave:
(I) (𝜑0, 𝑣0) satisfies (3.2), i.e.

{

0 = ∫𝛺 𝜑0
𝑡 𝜙 + ∫𝛺(𝑔(𝜑

0) + 𝑏𝜑0 − 𝑎𝑣0)𝜙 + 𝑘1 ∫𝛺 ∇𝜑0∇𝜙 − 𝑎
2 ∫𝛤 𝑉0(𝑥)𝜑0𝜙

0 = ∫𝛺 𝑣0𝑡 𝜙 + 𝑘2 ∫𝛺 ∇𝑣0∇𝜙 − 𝑐 ∫𝛺 ∇𝜑0∇𝜙

for every 𝜙 ∈ 𝐻1(𝛺) and it is a weak solution of limit problem (𝑃0)(3.1).
(II) Moreover, (𝜑0, 𝑣0) is the unique solution of limit problem (𝑃0)(3.1) given by Proposition 3.2 and actually all the family (𝜑𝜀, 𝑣𝜀)

onverges to (𝜑0, 𝑣0) (and not only a subsequence).

Proof.
(I) First, we note that from (3.15),(3.16), (3.17) and (3.18) we have
12 
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(𝜑0, 𝑣0) ∈ 𝐿∞((0, 𝑇 ), 𝐻1(𝛺) × 𝐿2(𝛺)) ∩ 𝐶([0, 𝑇 ], 𝐿2(𝛺) ×𝐻−1(𝛺)),

𝑣0 ∈ 𝐿2((0, 𝑇 ), 𝐻1(𝛺)), (𝜑0
𝑡 , 𝑣0𝑡 ) ∈ 𝐿2((0, 𝑇 ), 𝐿2(𝛺) ×𝐻−1(𝛺)) with (𝜑0(0), 𝑣0(0)) = (𝜑0

0, 𝑣00).
Second, since (𝜑𝜀, 𝑣𝜀) is the solution of (2.2) given by Proposition 2.5, then if 𝛷 ∈ 𝐿2((0, 𝑇 ), 𝐻1(𝛺)) we have

∫

𝑇

0 ∫𝛺
𝜑𝜀
𝑡𝛷 + 𝑘1 ∫

𝑇

0 ∫𝛺
∇𝜑𝜀∇𝛷 + ∫

𝑇

0 ∫𝛺
[𝑔(𝜑𝜀) + 𝑏𝜑𝜀 − 𝑎𝑣𝜀]𝛷 + 𝑎

2𝜀 ∫

𝑇

0 ∫𝜔𝜀

𝑉𝜀(𝑥)𝜑𝜀𝛷 = 0 (3.24)

and

∫

𝑇

0
⟨𝑣𝜀𝑡 , 𝛷⟩−1,1 + 𝑘2 ∫

𝑇

0 ∫𝛺
∇𝑣𝜀∇𝛷 − 𝑐 ∫

𝑇

0 ∫𝛺
∇𝜑𝜀∇𝛷 = 0. (3.25)

Then, passing to the limit as 𝜀 → 0 in (3.24) and (3.25), from (3.15), (3.16), (3.17), (3.18), (3.19) and (3.20) respectively, we get

∫

𝑇

0 ∫𝛺
𝜑0
𝑡𝛷 + 𝑘1 ∫

𝑇

0 ∫𝛺
∇𝜑0∇𝛷 + ∫

𝑇

0 ∫𝛺
[𝑔(𝜑0) + 𝑏𝜑0 − 𝑎𝑣0]𝛷 + 𝑎

2 ∫

𝑇

0 ∫𝛤
𝑉0(𝑥)𝜑0𝛷 = 0 (3.26)

and

∫

𝑇

0
⟨𝑣0𝑡 , 𝛷⟩−1,1 + 𝑘2 ∫

𝑇

0 ∫𝛺
∇𝑣0∇𝛷 − 𝑐 ∫

𝑇

0 ∫𝛺
∇𝜑0∇𝛷 = 0. (3.27)

Now, we consider 𝛷 = 𝜉(𝑡)𝛹 (𝑥) ∈ 𝐿2((0, 𝑇 ), 𝐻1(𝛺)) with 𝜉(𝑡) ∈ 𝐿2(0, 𝑇 ) and 𝛹 (𝑥) ∈ 𝐻1(𝛺) in (3.26) and (3.27), then we obtain:

∫

𝑇

0
𝜉(𝑡)∫𝛺

𝜑0
𝑡 𝛹 + 𝑘1 ∫

𝑇

0
𝜉(𝑡)∫𝛺

∇𝜑0∇𝛹 + ∫

𝑇

0
𝜉(𝑡)∫𝛺

[𝑔(𝜑0) + 𝑏𝜑0 − 𝑎𝑣0]𝛹 + 𝑎
2 ∫

𝑇

0
𝜉(𝑡)∫𝛤

𝑉0(𝑥)𝜑0𝛹 = 0 (3.28)

∫

𝑇

0
𝜉(𝑡)⟨𝑣0𝑡 , 𝛹⟩−1,1 + 𝑘2 ∫

𝑇

0
𝜉(𝑡)∫𝛺

∇𝑣0∇𝛹 − 𝑐 ∫

𝑇

0
𝜉(𝑡)∫𝛺

∇𝜑0∇𝛹 = 0. (3.29)

This is, (𝜑0, 𝑣0) satisfies (3.2) a.e. 𝑡 ∈ [0, 𝑇 ].
By this way, in particular we get

{

∫𝛺 𝜑0
𝑡 𝛹

∗ + 𝑘1 ∫𝛺 ∇𝜑0∇𝛹∗ + ∫𝛺[𝑔(𝜑
0) + 𝑏𝜑0 − 𝑎𝑣0]𝛹∗ = 0

⟨𝑣0𝑡 , 𝛹∗
⟩−1,1 + 𝑘2 ∫𝛺 ∇𝑣0∇𝛹∗ − 𝑐 ∫𝛺 ∇𝜑0∇𝛹∗ = 0

a.e. 𝑡 ∈ [0, 𝑇 ] and for every 𝛹∗ ∈ 𝐻1
0 (𝛺), this is

{

𝜑0
𝑡 − 𝑘1𝛥𝜑0 + 𝑔(𝜑0) + 𝑏𝜑0 − 𝑎𝑣0 = 0

𝑣0𝑡 − 𝑘2𝛥𝑣0 + 𝑐 𝛥𝜑0 = 0. (3.30)

Finally, taking into account that for every 𝛹 ∈ 𝐻1(𝛺)

∫𝛺
−𝛥𝜑0𝛹 = ∫𝛺

∇𝜑0∇𝛹 − ∫𝛤
𝜕(𝜑0)
𝜕(𝑛)

𝛹 and ∫𝛺
−𝛥𝑣0𝛹 = ∫𝛺

∇𝑣0∇𝛹 − ∫𝛤
𝜕(𝑣0)
𝜕(𝑛)

𝛹 ,

using now (3.30) together with (3.28) and (3.29), we also have that for every 𝛹 ∈ 𝐻1(𝛺) and a.e. 𝑡 ∈ [0, 𝑇 ],
⎧

⎪

⎨

⎪

⎩

𝑘1 ∫𝛤
𝜕(𝜑0)
𝜕(𝑛) 𝛹 + 𝑎

2 ∫𝛤 𝑉0(𝑥)𝜑0𝛹 = 0
𝑘2 ∫𝛤

𝜕(𝑣0)
𝜕(𝑛) 𝛹 − 𝑐 ∫𝛤

𝜕(𝜑0)
𝜕(𝑛) 𝛹 = 0,

this is
⎧

⎪

⎨

⎪

⎩

𝑘1
𝜕(𝜑0)
𝜕(𝑛) + 𝑎

2𝑉0(𝑥)𝜑
0 = 0

𝑘2
𝜕(𝑣0)
𝜕(𝑛) − 𝑐 𝜕(𝜑0)

𝜕(𝑛) = 0,
≡
⎧

⎪

⎨

⎪

⎩

𝑘1
𝜕(𝜑0)
𝜕(𝑛) + 𝑎

2𝑉0(𝑥)𝜑
0 = 0

𝑘2
𝜕(𝑣0)
𝜕(𝑛) + 𝑎𝑐

2𝑘1
𝑉0(𝑥)𝜑0 = 0

a.e. (𝑡, 𝑥) ∈ [0, 𝑇 ] × 𝛤 .
Therefore, (𝜑0, 𝑣0) is a weak solution of (𝑃0)(3.1).
(II) First, we note that (3.24) is true for 𝛷 = 𝜉1(𝑡)𝛹1(𝑥) ∈ 𝐿1((0, 𝑇 ), 𝐻𝑞(𝛺)) with 𝜉1(𝑡) ∈ 𝐿1(0, 𝑇 ), 𝛹1(𝑥) ∈ 𝐻𝑞(𝛺) and passing to

the limit as 𝜀 → 0 we also obtain (3.28), this is:

∫𝛺
𝜑0
𝑡 𝛹1 + 𝑘1 ∫𝛺

∇𝜑0∇𝛹1 + ∫𝛺
[𝑔(𝜑0) + 𝑏𝜑0 − 𝑎𝑣0]𝛹1 +

𝑎
2 ∫𝛤

𝑉0(𝑥)𝜑0𝛹1 = 0

a.e. 𝑡 ∈ (0, 𝑇 ) and thus

𝜑0
𝑡 − 𝑘1𝛥𝑁𝜑0 − 𝑎𝑣0 = −𝑔(𝜑0) − 𝑏𝜑0 − 𝑎

2
𝑉0𝛾(𝜑0) in 𝐻−𝑞(𝛺).

Now, we can take 𝛷 = 𝜉2(𝑡)𝛹2(𝑥) ∈ 𝐿2((0, 𝑇 ), 𝐻𝑞+1(𝛺)) ⊂ 𝐿2((0, 𝑇 ), 𝐻1(𝛺)) in (3.25) with 𝜉2(𝑡) ∈ 𝐿2(0, 𝑇 ), 𝛹2(𝑥) ∈ 𝐻𝑞+1(𝛺), and
assing to the limit as 𝜀 → 0 we also obtain (3.29), this is:

⟨𝜑0
𝑡 , 𝛹2⟩−1,1 + 𝑘2 ∫𝛺

∇𝑣0∇𝛹2 − ∫𝛺
∇𝜑0∇𝛹2 = 0

a.e. 𝑡 ∈ (0, 𝑇 ) and thus
13 
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𝑣0𝑡 − 𝑘2𝛥𝑁𝑣0 + 𝑐 𝛥𝑁𝜑0 = 0 in 𝐻−(𝑞+1)(𝛺).

Therefore, 𝑈 = (𝜑0, 𝑣0)⊥ satisfies 𝑈𝑡 + 𝐴𝑈 = 𝐻(𝑈 ) in 𝑌 = 𝐻−𝑞(𝛺) ×𝐻−(𝑞+1)(𝛺), this is 𝑈 = (𝜑0, 𝑣0)⊥ is the unique solution given by
Proposition 3.2. Since any subsequence of the solutions (𝜑𝜀, 𝑣𝜀) that converges as in Theorem 3.6 has the same limit, then all the
family converges to (𝜑0, 𝑣0). □
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