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A B S T R A C T

To address the reduction of system inertia, transmission system operators are now requesting converter-
interfaced generators (CIGs) to participate in frequency support services. Microgrids (MGs) and virtual power
plants have been used as a solution for aggregation of small CIGs. It has been recently considered they may
use their combined actions to provide frequency services. However, these proposals are not general enough,
focusing on specific CIGs controllers and, in many cases, stability and operational limits are not considered.
This paper presents an standardised methodology to design MG controllers that are in compliance with the MG
transient response specifications (frequency nadir and rate-of-change-of-frequency, ROCOF). The methodology
has an iterative nature and can be applied when the network conditions change. In each iteration, the control
parameters are adjusted based on the sensitivity of the system eigenvalues against the frequency metrics
of interest while stability and operational constraints are respected. Compared to the literature, the use of
quantitative parametric sensitivity is performed for the reallocation of several eigenvalues using two sensitivity
components, not only one. Moreover, it is suitable for any combination of grid-forming and grid-following
devices. The proposed methodology is applied to a benchmark MG and results show that both nadir and
ROCOF can be effectively modified and set as required. The methodology was validated by using a real MG
comprising four 15 kW converters and one 75 kW converter.
1. Introduction

1.1. Motivation

The substitution of conventional generation by renewable gener-
ation is reducing power system inertia. In response to this situation,
many system operators require renewable power plants to participate
in frequency-related ancillary services such as fast frequency response
and inertia emulation [1–3]. These services are usually aimed at large
power plants, which are the common actors in ancillary-service mar-
kets. Still, power ratings of distributed generators are significantly
lower and, in order for them to participate in these markets, they need
to be aggregated first as virtual power plants (VPPs) or microgrids
(MGs). However, the frequency response of these aggregations cannot
be often predicted. In other words, it is difficult to guarantee the
injection of specific power profiles during frequency events and then
the participation of these entities in frequency markets is not straight-
forward. This aspect has attracted the attention of researchers and the
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concept of dynamic virtual power plant (DVPP) has been proposed to
study, among others, the provision of ancillary services by VPPs and
MGs [4]. Therefore, the development of methodologies to ensure a
specific MG frequency response is of interest.

1.2. State of the art

VPPs and MGs commonly consist of a heterogeneous mixture of
grid-forming (GFM) and grid-following (GFL) converters and can, there-
fore, provide a wide palette of grid services. In the field of inertial
services, contributions have focused on the design of grid-forming
controllers and the provision of adequate inertial responses. Several au-
thors have proposed the use of dedicated storage devices with a control
scheme that emulates some of the characteristics of synchronous ma-
chines [5]. Although by using this solution the response can be flexibly
adjusted, the need of a dedicated device increases the cost and reduces
the feasibility of the solution. Regarding the provision of frequency-
support services without storage, the coordination of CIGs using a
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secondary controller was proposed in [6]. However, inertial services
must be relatively fast and the response time of centralised controllers
usually limit the feasibility of this option. To avoid these limitations,
some researchers have proposed methodologies for designing the pri-
mary controllers (inherently faster than secondary controllers), such as
droops and virtual synchronous machines (VSMs), so they operate as a
single device with a customised inertial response [7–11].

In [7], the parameters of several VSMs in a MG are calculated
using particle swarm optimisation to guarantee frequency stability
against disturbances. In the MG presented in [8], the VSM parame-
ters are adjusted by using a linear quadratic regulator according to
frequency disturbances in the grid. In [10,11], analytical aggregated
models of VSMs are developed. Taking into account these models,
VSM parameters can be adjusted so the aggregated response of all
units has specific inertial characteristics. These references focus on
external primary controllers (e.g., VSMs), while inner control loops
such as virtual impedance and voltage control are sometimes taken
into consideration. However, current control loops are commonly ne-
glected [10]. Still, only few authors have studied the coordinated
design of droop controllers in MGs for adjusting their inertial response.
For example, in [12], the primary controllers of a MG are adjusted to
have an aggregated droop characteristic. This is achieved by solving
an optimisation problem. On the one hand, analytical methods give
a better insight on the impact of parameters on frequency dynamics,
however, an analytical study must be carried out to understand the
operation of each device. On the other hand, optimisation tools do not
require detailed analytical derivations and, therefore, they are simpler
to use with a variety of devices. However, these methods do not provide
information about the relationship between control parameters and
frequency dynamics.

When the operating conditions change, the MG controller param-
eters may need to be reconfigured to meet the frequency specifi-
cations [13]. Examples of when controllers need to be redesigned
are: after a generator is connected/disconnected, when power shar-
ing among units changes or when battery droop characteristics are
adjusted according to the battery state of charge [14]. Sensitivity
analysis has been commonly used for adjusting converter controllers
and to study their influence on system eigenvalues (and, therefore, their
stability) [15]. Some authors have designed controllers by defining
the location of a single eigenvalue, using parametric sensitivity. This
has been done by using one [16] or the two [17] components of the
sensitivity. However, the use of more than one eigenvalue has not been
explored yet.

1.3. Contribution

In this article, a methodology is proposed to re-calculate the con-
trol parameters of power converters in MGs in order to adjust their
combined frequency response. Then, this methodology is applied to a
MG based on a CIGRE benchmark model. The main contributions are
summarised in the following list:

• A systematic methodology is proposed to readjust the response of
the MG frequency. This methodology is based on the eigenvalue
sensitivity and the effect of the control parameters on the center
of inertia (COI) frequency. Despite the extensive use of similar
tools in the literature, to the authors knowledge, they have not
been used to adjust the dynamics of a whole MG.

• Compared to the methods in the literature, the use of quantitative
parametric sensitivity is performed for the reallocation of several
eigenvalues using two sensitivity components, not only one.

• Parameter constraints resulting from the operating point are
taken into consideration during the design procedure. This is
another contribution of this work.

• Compared to most of the existing methods in the literature, the
proposed methodology is suitable for any combination of GFM
and GFL devices.
2

t

Fig. 1. Single-line diagram of the MG studied in this work.

• Theoretical results are validated experimentally by using a Cigré
low-voltage benchmark test network that was adapted to the
laboratory facilities.

1.4. Organisation

This paper is organised as follows. The MG topology, the converter
controllers and an overview of the proposed methodology are presented
in Section 2. Section 3 details the methodology. Implementation is
described in Section 4. Experimental results validating the methodology
can be found in Section 5 and conclusions are drawn in Section 6.

2. Overview

2.1. Application description

Fig. 1 shows the single line diagram of the MG studied in this work.
It is a simplified version of the low-voltage distribution benchmark
network for the integration of distributed energy resources (DERs)
proposed by Cigré [18]. In this paper, this network is depicted as an
islanded MG that can also be connected to the grid and exchange
power with it through node 𝐵0. The system consists of a feeder and
a transformer that feeds two resistive loads (𝐿1 and 𝐿2). DERs such
as PV, wind generation and storage may be interfaced by means of a
GFL converter (𝐶4) or by a GFM converter (𝐶1, 𝐶2, 𝐶3 and 𝐶5). All the
onverters have an 𝐿𝐶𝐿 filter.

.2. Control overview

The GFL converter controls the active and reactive power injected
o the grid. For that purpose, it has a PI controller that regulates the
urrent through the converter-side inductance of the 𝐿𝐶𝐿 filter. A
hase-locked loop (PLL) is used to synchronise the converter with the
oltage of its connection point.

GFM devices (see Fig. 2) are equipped with an inner current loop
nd an outer voltage loop. The current loop is used to regulate the
urrent through the converter-side inductance (𝑖⃗𝑖(𝑡)). The arrow over
he variable name indicates that the signal is in a 𝑑𝑞 reference frame
e.g., 𝑖⃗𝑖(𝑡) = 𝑖𝑖−𝑑 (𝑡) + 𝑗𝑖𝑖−𝑞(𝑡)) and 𝑗 is the imaginary unit. The time
ependence of signals will be dropped from now on for the sake of
larity. This current controller is based on a PI controller applied over
he current error, in 𝑑𝑞. It also includes standard decoupling terms. The
urrent error is defined as follows [19]:

𝑖⃗ = 𝑖⃗∗𝑖 − 𝑖⃗𝑖, (1)

here the asterisk ‘‘∗’’ stands for ‘‘reference’’. A voltage controller is
sed to regulate the voltage across the ac capacitor 𝑣𝑐 . It is also based
n a PI controller applied over the voltage error, where the effect of
he virtual impedance is also included [19]:

𝑣⃗ = 𝐸 − 𝑣𝑐 − 𝑣𝑣, (2)

where 𝐸 is the voltage reference and 𝑣𝑣 is the voltage generated by the
irtual impedance. This controller also includes standard decoupling
erms [19].
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Fig. 2. Electrical and control system diagram of a grid-forming converter.
A quasi-stationary virtual impedance is applied on top of the voltage
ontroller. This virtual impedance facilitates the connection of GFM
evices in parallel configuration (i.e., when forming a MG) [20]:

𝑣𝑣 = −(𝑗𝜔𝐿𝑣 + 𝑅𝑣)𝑖⃗𝑜, (3)

where 𝐿𝑣 and 𝑅𝑣 are the inductive and resistive parts of the virtual
impedance, 𝜔 is the frequency generated by the droop control and 𝑖⃗𝑜 is
the output current.

The frequency and voltage magnitude control references are inter-
nally generated according to [21]:

𝜔(𝑠) = 𝑔1(𝑃 (𝑠), 𝑄(𝑠)), 𝐸(𝑠) = 𝑔2(𝑃 (𝑠), 𝑄(𝑠)), (4)

where 𝑠 stands for the Laplace variable, 𝜔 represents the frequency,
𝐸 the voltage magnitude, 𝑃 (𝑠) and 𝑄(𝑠) the measured active and
reactive power, and 𝑔1(⋅) and 𝑔2(⋅) are the desired GFM characteristics.
In low-voltage grids, the grid frequency affects the voltage regulation
while the reactive power takes part in MG frequency regulation [22].
Therefore, in order to use traditional droops, the output inductance
of the converter is commonly increased [23]. In this paper, this is
achieved by combining the effect of output inductance of the 𝐿𝐶𝐿 filter
plus a virtual impedance loop. Since virtual and coupling impedances
are implemented here, conventional frequency and voltage droops
are considered in this work, although other options could be also
implemented [15]:

𝜔(𝑠) = 𝜔𝑛 − 𝑚𝑝𝑃 (𝑠), 𝐸(𝑠) = 𝐸𝑛 − 𝑛𝑞𝑄̃(𝑠), (5)

where 𝜔𝑛 and 𝐸𝑛 are the no-load frequency and voltage magnitudes,
and 𝑚𝑝 and 𝑛𝑞 are the droop characteristics. 𝑃 (𝑠) and 𝑄̃(𝑠) are the
filtered active and reactive powers injected by the unit [15]:

𝑃 (𝑠) = 1
𝑠∕𝜔𝑐 + 1

𝑃 (𝑠), 𝑄̃(𝑠) = 1
𝑠∕𝜔𝑐 + 1

𝑄(𝑠), (6)

where 𝜔𝑐 is the cut-off frequency of the filter. The equivalent iner-
tia (𝐻𝑖), measured in seconds (𝑠), of the 𝑖th GFM converter can be
calculated as [24]:

2𝐻𝑖 =
1

𝜔′
𝑐𝑖𝑚

′
𝑝𝑖

(7)

being 𝜔′
𝑐𝑖 and 𝑚′

𝑝𝑖 the pu values of the cut-off frequency and constant
f the droop controller.

.3. Methodology overview

The aim of the proposed methodology is to redesign the controllers
f a MG to achieve some specific metrics. In this work, metrics related
o the transient response of the frequency of the MG COI have been
hosen. However, the proposed methodology is generic enough and can
3

e also adapted to adjust other ones.
For simplicity, in this work the frequency of COI is used as a mea-
surement of the whole MG frequency. Borrowing the notion from con-
ventional power systems, the COI frequency is defined as follows [25,
26]:

𝜔𝐶𝑂𝐼 =
∑𝑛
𝑖=1 𝜔𝑖𝐻𝑖
∑𝑛
𝑖=1𝐻𝑖

, (8)

where 𝜔𝑖 is the frequency of the 𝑖th converter. The desired transient
response is designed by defining the nadir and/or the rate-of-change-
of-frequency (ROCOF), and it is applied by changing the DER primary
controller configuration.

Fig. 3 shows the flowchart of the proposed methodology. The rela-
tions between nadir, ROCOF and the control parameters are determined
by using the MG small-signal model, parametric sensitivities and par-
ticipation factors. Then, the parameters are modified based on these
relations. The new control parameters are validated according to the
stability and operational constraints. Since the methodology is based on
the use of linear tools, the MG control parameters should be modified
by using small increments to prevent any drifting from the original
operating point. After an iterative search, the definitive values of the
parameters are selected. In addition, as the system eigenvalues are
placed far away from the imaginary axis during the iterative process,
the system would be relatively robust against the changes of the
operating point.

3. Methodology

In this section, the proposed methodology is explained. First, small-
signal tools are described. Then, the relations between COI dynamics,
system eigenvalues and control parameters are derived. Finally, the it-
erative search for the control parameters is explained. Unless otherwise
specified, the expressions in this section are presented in time domain.

3.1. Small-signal modelling of the MG

A small-signal model of the MG can be described in the time domain
as follows [27]:
[

𝛥𝑥̇
]

= 𝐴
[

𝛥𝑥
]

+ 𝐵
[

𝛥𝑢
]

,
[

𝛥𝑦
]

= 𝐶
[

𝛥𝑥
]

+𝐷
[

𝛥𝑢
]

, (9)

where 𝛥𝑥 is the state vector, 𝛥𝑢 is the input vector, 𝛥𝑦 is the output
vector 𝐴, 𝐵, 𝐶 and 𝐷 are the state-space matrices. The state-space
model is derived considering a power variation in the load (𝛥𝑃𝐿) as the
input and 𝛥𝜔𝐶𝑂𝐼 as the output, following the methodology presented
in [15]. The transfer function from a load step to 𝜔𝐶𝑂𝐼 is used to study
frequency dynamics.

In the following subsections, the models of the MG elements are
briefly explained. Nonetheless, the exact models and the details can be

found in [15,19]
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Fig. 3. Flowchart diagram of the proposed methodology.

.1.1. Modelling of GFM converters
The model of GFM converters includes the description of the 𝐿𝐶𝐿

ilter and all the control loops described in Section 2.2. Then, the equa-
ions of the converter are linearised, following the procedure described
n [15]. The state vector of each GFM converter is as follows:

𝐺𝐹𝑀 = [𝑖𝑖−𝑑 𝑖𝑖−𝑞 𝑣𝑐−𝑑 𝑣𝑐−𝑞 𝑖𝑜−𝑑 𝑖𝑜−𝑞
𝛾𝑑 𝛾𝑞 𝜙𝑑 𝜙𝑞 𝑝̃ 𝑞 𝛿]′,

(10)

here 𝛾 are the states of the current PI controller, 𝜙 are the states of
he voltage PI controller, 𝛿 is the angle of the droop control, and 𝑝̃ and
𝑞 are the states of the filtered active and reactive powers, respectively.

.1.2. Modelling of GFL converters
Each GFL converter includes a current controller with decoupling

erms and a standard PLL. The state-vector of each GFL converter is as
ollows:

𝐺𝐹𝐿 = [𝑖𝑖−𝑑 𝑖𝑖−𝑞 𝑣𝑐−𝑑 𝑣𝑐−𝑞 𝑖𝑜−𝑑 𝑖𝑜−𝑞 𝛾𝑑 𝛾𝑞 𝛿𝑃𝐿𝐿]′, (11)

here 𝛿𝑃𝐿𝐿 is the angle generated by the PLL.

.1.3. Modelling of loads and lines
Loads are modelled with a series-connected 𝐿𝑅 equivalent circuit.

lectrical lines are also modelling by using a 𝐿𝑅 equivalent. Therefore,
ach line and load add two state variables (one for the 𝑑 component of
he current, and another one for the 𝑞 component). See [15] for more
etails.
4

.1.4. Aggregate model of the MG
All the linearised state-space models of the GFM converters, the GFL

onverters, the lines and the loads are merged together in a single state-
pace representation, following the procedure presented in [15]. This
odel is linear, although its parameters depend on the system operating
oint. Therefore, for an accurate representation, the state-space model
hould be recalculated according to the operating point.

.2. Participation factor analysis

In this work, the MG stability have been studied by using the system
igenvalues as these are a global measure of stability [28]. Other open-
nd closed-loop techniques may also be used to analyse stability [27].
his has not been explored here, but it might be of interest for further
esearch.

The participation matrix (𝑃𝑀 ) establishes the link between state
ariables in (9) and eigenvalues of 𝐴 [28]:

𝑀 =
⎡

⎢

⎢

⎣

𝑓11 ⋯ 𝑓1𝑚
⋮ ⋱ ⋮
𝑓𝑚1 ⋯ 𝑓𝑚𝑚

⎤

⎥

⎥

⎦

, 𝑓𝑘𝑖 =
𝜕𝜆𝑖
𝜕𝑎𝑘𝑘

= 𝜓𝑖𝑘𝜙𝑘𝑖, (12)

here the participation factor 𝑓𝑘𝑖 measures the participation of the 𝑖th
igenvalue (𝜆𝑖) on the 𝑘th state variable (𝛥𝑥𝑘), 𝑚 denotes the number
f states, and 𝜓 and 𝜙 are the left and right eigenvectors associated
ith 𝜆𝑖. In order to study the dynamics of 𝛥𝜔𝐶𝑂𝐼 , the output 𝛥𝜔𝐶𝑂𝐼
as been described as a function of the state variables and the inputs
sing (8) and (9):

𝛥𝜔𝐶𝑂𝐼
]

= 𝐶𝐶𝑂𝐼
[

𝛥𝑥
]

+𝐷𝐶𝑂𝐼
[

𝛥𝑢
]

, (13)

here the first term fully defines 𝛥𝜔𝐶𝑂𝐼 , so 𝐷𝐶𝑂𝐼 = 0. The participation
ector of 𝛥𝜔𝐶𝑂𝐼 shows which eigenvalues participate more in 𝛥𝜔𝐶𝑂𝐼
nd can be simply calculated as:

𝐶𝑂𝐼 = 𝐶𝐶𝑂𝐼𝑃𝑀 . (14)

.3. Eigenvalue sensitivities

In this work, the eigenvalue sensitivities are used to understand
ow each control parameter participates in the dynamics of 𝛥𝜔𝐶𝑂𝐼 .
arametric eigenvalue sensitivities are defined as the derivative of a
ystem eigenvalue with respect to a parameter [16,28,29]:

𝑖𝑗 =
𝜕𝜆𝑖
𝜕𝑝𝑗

= 𝜓𝑖
𝜕𝐴
𝜕𝑝𝑗

𝜙𝑖, (15)

where 𝑠𝑖𝑗 is the sensitivity of eigenvalue 𝜆𝑖 with respect to parameter
𝑝𝑗 , 𝜓𝑖 and 𝜙𝑖 are the left-row eigenvector and the right-column eigen-
vector associated to 𝜆𝑖, respectively. Sensitivities are complex numbers
that describe, in a quantitative manner, how eigenvalues move in the
complex plane when a parameter is modified.

For small parameter 𝑝𝑗 (𝛥𝑝𝑗) variations, (15) can be expressed as:

𝛥𝜆𝑖 = 𝜆′𝑖 − 𝜆𝑖 ≈ 𝑠𝑖𝑗𝛥𝑝𝑗 , 𝜆
′
𝑖 ≈ 𝜆𝑖 + 𝑠𝑖𝑗𝛥𝑝𝑗 , (16)

where 𝜆′𝑖 is the value of 𝜆𝑖 after applying 𝛥𝑝𝑗 . This can be extended for
variations of 𝑜 parameters and 𝑞 eigenvalues:

⎡

⎢

⎢

⎣

𝛥𝜆1
⋮
𝛥𝜆𝑞

⎤

⎥

⎥

⎦

≈
⎡

⎢

⎢

⎣

𝑠11
⋮
𝑠𝑞1

⎤

⎥

⎥

⎦

𝛥𝑝1 +⋯ +
⎡

⎢

⎢

⎣

𝑠1𝑜
⋮
𝑠𝑞𝑜

⎤

⎥

⎥

⎦

𝛥𝑝𝑜. (17)

One should notice that (17) is a complex expression and hence a system
of 2𝑞 linear equations if all 𝜆𝑖 are complex. As it will be shown in
Section 4.2.3, real and imaginary components of sensitivities have com-
parable magnitude for the case studied in this work. Therefore, both
components will be used to calculate the parameter variations. Other
works only use the real components when obtaining their results [16].
However, the validity of this simplification depends on each specific

application.
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For a given operating point (with its specific eigenvalues and set
of parametric sensitivities) the parameter variations that move eigen-
values 𝜆1,… , 𝜆𝑞 to their desired location 𝜆′1,… , 𝜆′𝑞 can be calculated
y solving (17). Since (17) is only valid for small changes in 𝛥𝑝𝑗 , this
xpression can only be used for small displacements of the eigenvalues.
o calculate larger displacements, (17) can be applied iteratively until
solution is found.

.4. Adjustment of Nadir and ROCOF of 𝛥𝜔𝐶𝑂𝐼

.4.1. Nadir
The transfer function of interest, representing the frequency dynam-

cs, can be written as the sum of the contribution of each eigenvalue
eighted by its corresponding residue [28]:

(𝑠) =
𝑚
∑

𝑖=1

𝑅𝑖
𝑠 − 𝜆𝑖

, (18)

where 𝑅𝑖 is the residue of 𝐺(𝑠) for 𝜆𝑖. Both participation factors
nd residues establish the relations between eigenvalues and 𝛥𝜔𝐶𝑂𝐼

(see [29] for more details).
Both real and complex eigenvalue dynamics are studied here to

understand their differences:

• Effect of One Real Eigenvalue: When the response of 𝜔𝐶𝑂𝐼 is domi-
nated by a real eigenvalue, the nadir is approximately 𝛥𝜔𝐶𝑂𝐼 (∞)
and can be calculated by applying the final value theorem [27]:

𝛥𝜔𝐶𝑂𝐼 (∞) = lim
𝑠→0

𝑠𝐺(𝑠)𝑈 (𝑠) =

= lim
𝑠→0

𝐺(𝑠) ≈ lim
𝑠→0

𝑅𝑖
𝑠 − 𝜆𝑖

=
𝑅𝑖
−𝜆𝑖

. (19)

Therefore, to reduce the nadir in this case, the value of 𝜆𝑖 should
be increased, that is, the eigenvalue should be moved to the
left. This case is not very representative of a real system with
machines, but it can happen in systems with power converters. In
this case, the steady-state droop characteristic is directly related
to the frequency nadir.

• Effect of a Pair of Complex Eigenvalues: In this case, the frequency
nadir is linked to the maximum overshoot of the second order
system defined by the pair of complex eigenvalues, which is
calculated as [27]:

𝜔𝑛𝑎𝑑𝑖𝑟 = 𝜔(0) − 𝛥𝜔𝐶𝑂𝐼 (∞)𝑒−𝜋 tan 𝛼 , (20)

where 𝜔(0) is the frequency before the load variation and 𝛼 =
arg(𝜆𝑖) −𝜋∕2. Here, to reduce the nadir, 𝛼 should increase (i.e., 𝜆𝑖
should be more damped). This case is quite common in conven-
tional power systems applications.

• Application to the General Case: In a general case where both
real and complex eigenvalues participate in 𝛥𝜔𝐶𝑂𝐼 , it is desired
to move real eigenvalues to the left and damp complex conjugated
eigenvalues to reduce the nadir.

3.4.2. ROCOF
Qualitatively speaking, lower values of ROCOF can be obtained if

the converter controllers react faster to frequency deviations, thereby
providing a larger synthetic inertial response. However, the effect of
control parameters on the ROCOF cannot be simply derived from
eigenvalues (as in the case of the nadir). To understand the effect of
the control parameters on the ROCOF, the ROCOF expression has been
rewritten in terms of the droop control parameters, as in (7). This
representation of the ROCOF is equivalent to its standard definition,
but adapted for power converters [24,30]:

𝑅𝑂𝐶𝑂𝐹 =
𝛥𝑃𝐿𝑜𝑠𝑠𝛺𝑟

2
∑𝑛
𝑖=1 𝑆𝑖𝐻𝑖

=
𝛥𝑃𝐿𝑜𝑠𝑠

∑𝑛
𝑖=1

1
𝜔𝑐𝑖𝑚𝑝𝑖

, (21)

here 𝛥𝑃𝐿𝑜𝑠𝑠 is the power variation in the system that caused the
requency excursion, the denominator represents the kinetic energy of
5

he system and 𝑛 is the number of droop-controlled converters. In order
o obtain an expression that considers parameter variations as variables
ike (17), in this paper the ROCOF is presented as follows:

𝑂𝐶𝑂𝐹 =
𝛥𝑃𝐿𝑜𝑠𝑠

∑𝑛
𝑖=1

1
𝜔𝑐𝑖𝑚𝑝𝑖

=
𝛥𝑃𝐿𝑜𝑠𝑠

∑𝑛
𝑖=1

1
𝜔𝑐𝑖0𝑚𝑝𝑖0

1
𝑏
, (22)

where 𝜔𝑐𝑖, 𝑚𝑝𝑖 correspond to the new droop parameters, 𝜔𝑐𝑖0 and
𝑚𝑝𝑖0 correspond to the initial ones and 𝑏 measures the change in the
equivalent system inertia. Expression (22) is linearised around the
operating point to find a linear relation between the new and the initial
droop parameters. After the linearisation, the following expression is
obtained:

𝐾𝑏 =
[

𝛥𝜔𝑐1,⋯ , 𝛥𝜔𝑐𝑖
]

⎡

⎢

⎢

⎢

⎣

𝐾1
𝜔𝑐10
⋮
𝐾𝑖
𝜔𝑐𝑖0

⎤

⎥

⎥

⎥

⎦

+
[

𝛥𝑚𝑝1,⋯ , 𝛥𝑚𝑝𝑖
]

⎡

⎢

⎢

⎢

⎣

𝐾1
𝑚𝑝10
⋮
𝐾𝑖
𝑚𝑝𝑖0

⎤

⎥

⎥

⎥

⎦

. (23)

𝑖 =
1

𝜔𝑐𝑖0𝑚𝑝𝑖0
, 𝐾 =

𝑛
∑

𝑖=1
𝐾𝑖. (24)

This equation is linear and represents how small changes of the droop
parameters affect the ROCOF by means of 𝑏. It can be used similarly
in (17) to calculate control parameters.

3.5. Iterative search of the solution

When the MG power sharing conditions change, controller param-
eters need to be redesigned to preserve the same frequency dynamics.
The proposed iterative methodology is then applied to redesign the
controllers. The iterative search combines all the tools presented above.
It is worth noting that the tools described above are widely used in
the literature. The specific contribution of the paper is in the proposed
methodology that combines all of them in order to control and set
the dynamics of the MG. Nonetheless, Eqs. (14) and (23) have been
specially derived for that purpose. A flowchart of the methodology is
shown in Fig. 3. It has to two main branches, one for setting the ROCOF
and another one for setting the nadir. The steps are described in the
following text.

3.5.1. Small-signal modelling
In this step, the small-signal model of the MG is derived analyti-

cally [15,19]. Since the parameter adjustment of primary controllers
to provide inertia is performed by the MG operator, it is reasonable to
assume the device characteristics data and the MG operating point are
available for the parameter calculation. Its operating point is calculated
using a Matlab-Simulink model (alternative options for performing this
task can be found in [31,32]).

3.5.2. Selection of target eigenvalues
To adjust the nadir, the eigenvalues that define the transient of

𝜔𝐶𝑂𝐼 should be modified, that is, the eigenvalues that participate more
in 𝜔𝐶𝑂𝐼 . To this end, the participation factors of 𝜔𝐶𝑂𝐼 (𝑃𝐶𝑂𝐼 ) are
calculated and normalised so that ∑

𝑃𝐶𝑂𝐼 = 1. Then, the eigenvalues
with the most relevant impact on 𝜔𝐶𝑂𝐼 (highest participation) are
selected. Eigenvalues with a low damping factor are also selected in
order to reduce the nadir as indicated in Section 3.4.1.

3.5.3. Definition of parameter conditions
Eqs. (17) and (23) are used to modify the nadir and ROCOF,

respectively. Sensitivities and the values of 𝐾 and 𝐾𝑖 (see (23)) are
calculated in each iteration since they change with the operating point.
For simplifying calculations, sensitivities 𝜕𝐴∕𝜕𝑝𝑗 in (15) are calculated
as 𝛥𝐴∕𝛥𝑝𝑗 . Additional linear equations may be used to guarantee that
certain parameters are modified simultaneously. For instance, in order
to keep the same power sharing, the ratios between converter droops
(𝑚 ) should be maintained (this will be explained later in more detail).
𝑝𝑖
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Fig. 4. Eigenvalue loci for SC2 along the iterations when the nadir is reduced. (a) low frequency eigenvalues. (b) zoom in eigenvalues 𝜆12 and 𝜆13. (c) zoom in eigenvalues 𝜆6
and 𝜆8.
Fig. 5. Eigenvalue participation on 𝜔𝐶𝑂𝐼 in SC2.

3.5.4. Calculation of parameter variations
In general, the number of variables to be calculated, which is the

number of variables in (17) (or the number of variables in (23) for
a design based on the ROCOF), will be larger than the number of
equations. This means that the system will be underdetermined. To
minimise the number of control parameters to be modified, the solution
that minimises the least-square of 𝛥𝑝𝑗 will be selected [33,34]. Also,
since linearised models are used, only small variations of the control
parameters will be taken into consideration.

3.5.5. Parameter validation
After calculating the parameter variations, it must be verified that

the system remains stable and that parameters remain within their
technical limits. If the system is not stable, all parameters that were
modified are fixed to their last feasible values. At this point, control
parameter constraints may be introduced, for instance in primary con-
trollers to guarantee sufficient bandwidth separation, to limit droop
constants and restrict 𝜔𝑐𝑖 range, among others. Constraints should be
added to the original linear problem, although this would lead to a
more complex formulation. Also, if one or more parameters are out of
their permitted range, those parameters are fixed to their last feasible
value.

3.5.6. Iterating condition
After updating the parameters, the algorithm must check whether

the design goal (nadir or ROCOF) has been reached. This is done taking
into consideration the new parameters in the small-signal model. As the
variations of the parameters must be kept small, several iterations will
be required until the solution is reached. Finally, the iterative process
stops if the nadir or the ROCOF reach their desired value, if there are
no parameters that can be modified, or if the maximum number of
iterations is reached.

4. Numerical results

4.1. Case study

The proposed methodology was applied to the MG shown in Fig. 1.
The system parameters from the Cigré MG [18] were adapted to the
lab facilities, resulting in the line and load parameter values provided
in Table 1. The nominal apparent power of converters is 75 kVA for 𝐶1
and 15 kVA for the rest of them. The power reference of the GFL con-
verter is 1 kW. Unless otherwise stated, current and voltage controllers
of GFL and GFM converters have been designed with bandwidths of
250 Hz and 30 Hz, respectively. The PLL has a bandwidth of 1 Hz.
6

Table 1
Line and load parameters.
Line/Load Nodes 𝑅 [Ω] 𝐿 [mH]

Line 1 B4-B6 0.075 0.3
Line 2 B6-B17 0.3 0.1
Line 3 B11-B4 1.075 0.3
Load 1 B11 17.78 –
Load 2 B4 26.67 –

Table 2
Definition of droop parameters and scenarios.
Conv. Par. SC1 SC2

𝐶1
𝑚𝑝 (%) 0.25% (75 kW) 0.5% (75 kW)

𝜔𝑐 5 Hz 5 Hz

𝐶2
𝑚𝑝 (%) 0.5% (15 kW) 0.5% (15 kW)

𝜔𝑐 3 Hz 3 Hz

𝐶3
𝑚𝑝 (%) 0.5% (15 kW) 0.5% (15 kW)

𝜔𝑐 5 Hz 5 Hz

𝐶5
𝑚𝑝 (%) 0.5% (15 kW) 0.5% (15 kW)

𝜔𝑐 5 Hz 5 Hz

Virtual impedances of 1 𝛺 and 10 mH were used to allow the parallel
operation of GFM converters. The reactive power droop constants were
adjusted to allow 2.5% of voltage variation with an injection of the
rated power. The low pass filters of the reactive power loops were
designed so that they have the same cutoff frequency of those used for
active power. The two different scenarios that will be considered in
this paper are shown in Table 2, as well as the corresponding droop
parameters of the active power controller. A load step change was
applied to 𝐿2 to study the frequency dynamics of the MG.

As a demonstration, the methodology is applied to a case when a
change of the power sharing between units is required while retaining
certain frequency characteristics at the same time. Initially, MG con-
trollers are designed as in scenario SC1. In this scenario, 𝜔𝐶𝑂𝐼 exhibits
the desired nadir and ROCOF. After a certain event, the power sharing
between the units is readjusted and 𝑚𝑝𝐶1 is set to 5 %. Since 𝑚𝑝𝐶1 is
increased, in this new scenario (SC2), 𝜔𝐶𝑂𝐼 features larger nadir and
ROCOF compared to SC1. Considering the new conditions, that is, new
power-sharing ratios between the units, the proposed methodology is
applied to set the nadir and the ROCOF to their previous values. The
application of the proposed methodology for SC2 is explained in detail
in the following section, where the nadir will be adjusted. The modifi-
cations required to adjust the ROCOF will also be explained there. This
demonstration case has been defined to show how to include additional
restrictions (while retaining the power sharing) in the methodology and
to show their impact.

4.2. Application of the proposed methodology

Firstly, the small-signal model of the MG at a general operating
point, has been derived analytically.
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Fig. 6. Parametric sensitivities expressed as vectors of (red) 𝜆12, (green) 𝜆6 and (blue) 𝜆8, in SC2 at the first iteration. (a) Parameters with the highest impact and (b) other
parameters with high impact on 𝜆12, 𝜆6 and 𝜆8. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
4.2.1. Selection of eigenvalues to modify
The participation factors of 𝜔𝐶𝑂𝐼 are calculated by applying (14).

For example, Fig. 5 shows their magnitude for SC2. Only the partici-
pation of the low-frequency eigenvalues is shown (lower than 7 Hz).
As it can be seen, 𝜆12 predominantly participates in 𝜔𝐶𝑂𝐼 . To reduce
the nadir, damping of poorly damped eigenvalues must be improved
and real eigenvalues must be moved to the left. Fig. 4(a) shows that
the eigenvalues with lowest damping (𝜁 < 0, 5) are 𝜆6 and 𝜆8, and their
conjugates. Therefore, the objective is to damp 𝜆6 and 𝜆8 and move 𝜆12
to the left.

4.2.2. Definition of parameter conditions
At this stage, (17) is used. The desired 𝜆′12, 𝜆

′
6, 𝜆

′
8 are defined to have

1 % higher natural frequency and damping (if complex) than actual 𝜆12,
𝜆6, 𝜆8. Furthermore, to keep the same power-sharing ratios between
units, the following additional conditions are applied:

5𝛥𝑚𝑝𝐶1 − 𝛥𝑚𝑝𝐶2 = 0,

5𝛥𝑚𝑝𝐶1 − 𝛥𝑚𝑝𝐶3 = 0,

5𝛥𝑚𝑝𝐶1 − 𝛥𝑚𝑝𝐶5 = 0. (25)

By adding this condition, the ratio between the absolute droop coef-
ficients is 5 despite the ratings of the units. In the case of ROCOF
redesign, (23) must be applied considering the droop parameters and
a value of 𝑏 larger than 1 to reduce the ROCOF with each iteration.
Since (23) represents a single equation, the least-square solution of (23)
and (25) identifies the four droop parameters to modify. The parameter
variations are calculated as detailed below.

4.2.3. Calculation of parameter variations
Now, (17) and (25) are solved. Fig. 6 shows the sensitivities of

𝜆12, 𝜆6 and 𝜆8 to droop (𝑚𝑝, 𝜔𝑐 and 𝑛𝑞), virtual impedance (𝑅𝑣 and
𝐿𝑣), voltage controller (𝑘𝑝𝑣 and 𝑘𝑖𝑣) and current controller parameters
(𝑘𝑝𝑐 and 𝑘𝑖𝑐). The parameters with highest impact on the considered
eigenvalues are droop and virtual impedance parameters. In some cases
eigenvalues were also sensitive, to a lesser extent, to voltage-controller
parameters but eigenvalues were not sensitive to current-controller
parameters. Since the solution of (17) and (25) with the minimum norm
is used, eigenvalues are relocated by modifying only droop and virtual
impedance parameters (see Fig. 7). When the objective is to modify
the ROCOF, (23) and (25) are solved and the four droop parameters are
modified in each iteration. After the solution of (17) (or (23)) and (25)
is found (𝛥𝑝1,… , 𝛥𝑝𝑜), the new parameter values (𝑝′𝑗) are calculated.
A maximum variation of 1 % was considered to ensure the validity of
the displacement prediction made by the sensitivities [16]. Firstly, per
unit variations are calculated as 𝛥𝑝𝑢𝑗 = 𝛥𝑝𝑗∕𝑝𝑗 . Then, the largest per
unit variation (𝛥𝑝𝑢𝑚𝑎𝑥 = 𝑚𝑎𝑥(|𝛥𝑝𝑢𝑗 |)) is computed and it is assigned
a variation of 1 % to that parameter. Finally, the values of all other
parameters are calculated as follows:

𝑝′𝑗 = 𝑝𝑗

(

1 + sign(𝛥𝑝𝑗 )
1 |𝛥𝑝𝑢𝑗 |

)

(26)
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100 𝛥𝑝𝑢𝑚𝑎𝑥
Fig. 7. Per unit parameter values in SC2 when the objective is to reduce the nadir.

Fig. 8. Transient response of 𝜔𝐶𝑂𝐼 when there is variation of load L2. (green) Initial
design of controllers in SC1. Results (red) with battery droop constrains applied (SC2),
(blue) after modifying parameters to adjust ROCOF in SC2 and (orange) after modifying
parameters to adjust nadir in SC2. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

where 𝑝′𝑗 denotes the new value for the current iteration of 𝑝𝑗 and |𝛥𝑝𝑢𝑗 |
is the modulus of the per unit variation of parameter 𝑝𝑗 . Fig. 7 shows
the per unit parameter values (referred to the initial value) along the
iterations for the studied case. The parameters that have been modified
to change the nadir are 𝑚𝑝𝐶1, 𝑚𝑝𝐶2, 𝑚𝑝𝐶3, 𝑚𝑝𝐶5, 𝑛𝑞𝐶2, 𝑛𝑞𝐶3, 𝑛𝑞𝐶5, 𝐿𝑣𝐶2,
𝐿𝑣𝐶5 and 𝑘𝑝𝑣𝐶3. These were the parameters that affected 𝜆12, 𝜆6 and 𝜆8
the most, as shown in Fig. 6. Since (17) and (25) sum 5 + 3 equations
altogether, 8 parameters are modified at a time. The values of the target
parameters in each iteration are shown in Fig. 7.

4.2.4. Parameter validation
After calculating the new values of the parameters in each iteration,

they are validated. If any of the parameters reaches its limit or if the MG
becomes unstable for the new configuration, the parameter is blocked.
For example, in Fig. 7, when 𝑛𝑞𝐶3 reaches its lower limit at iteration
number 70, it is fixed at its limit. From then on, the nadir is adjusted by
modifying 𝑛𝑞𝐶5, which had not been modified yet. Similarly, at iteration
number 155 𝑛𝑞𝐶5 hits its upper limit and 𝑘𝑝𝑣𝐶3 is modified from then
on.

4.2.5. Iterative process
After modifying the parameters, the small-signal model is recal-

culated to check if the design goals had been achieved. The process
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Fig. 9. System eigenvalues of the MG for SC1, when load cos𝜙 = 0.8 (o) and load cos𝜙 = 1 (+).
described above is repeated until frequency dynamics metrics reach the
desired value and while there are available parameters to be modified.
In order to avoid a long iterative process when many parameters are
blocked, the maximum number of iterations was set to 500. It was ob-
served that the number of iterations to reach the desired nadir increases
with the number of equations to solve. Therefore, it is recommended
to avoid modifying too many eigenvalues.

4.3. Simulation results

Fig. 8 shows the transient response of 𝜔𝐶𝑂𝐼 for 𝑆𝐶1 and 𝑆𝐶2,
before and after recalculating the control parameters. For obtaining this
response, the load 𝐿2 was increased by 3 kW. Fig. 8 shows that 𝜔𝐶𝑂𝐼
features larger nadir and ROCOF in SC2 (in red) compared to SC1 (in
green). After recalculating the controller parameters for adjusting the
nadir (in orange), the nadir of 𝜔𝐶𝑂𝐼 is the same as it was for SC1. This
is mainly because of the change of the steady state frequency, caused by
the changes of droop parameters (𝑚𝑝𝑖). These were the parameters with
most significant impact on the selected eigenvalues. Fig. 6 shows the
polar representation of the parametric sensitivities of 𝜆12, 𝜆6 and 𝜆8.
The direction of sensitivities is not the same as the desired direction
of movement of eigenvalues. Therefore, a combination of parameter
variations is needed to move these eigenvalues. All this information is
already taken into consideration in (17). Fig. 4(b) and (c) show that
𝜆12 moves to the left and that 𝜆6 and 𝜆8 become more damped in each
iteration. As a consequence, the nadir is reduced. Incidentally, after
the parameter variations, other eigenvalues (apart from 𝜆12, 𝜆6 and
𝜆8) also move. Even though these eigenvalues have low participation
in 𝜔𝐶𝑂𝐼 , they may become unstable. Therefore, a minimum damping
for all eigenvalues must be enforced. Furthermore, the power-sharing
ratio between units is maintained constant along iterations since condi-
tion (25) is considered. This is shown in Fig. 7. The per unit variation
of 𝑚𝑝 is the same for all the GFM units. In this example, adding power
sharing restriction (25) produces an easier problem to solve with less
degrees of freedom. However, it must be noted that this is not the
general case.

Fig. 8 (blue) shows that the ROCOF of 𝜔𝐶𝑂𝐼 (at 𝑡 = 0.1 s) after
redesign takes the original value of SC1. Since (23) and (25) sum
1 + 3 equations, 4 parameters are changed in each iteration. Initially,
𝑚𝑝𝐶1 is reduced to increase the virtual inertia and (25) ensures that
all the droops are modified simultaneously to keep the same power-
sharing ratio. Notice that the reference frequency metrics might not
be achievable with a feasible set of parameters. In that case, the
methodology will stop looking for a solution.

4.3.1. Effect of inductive loads
An additional test was conducted in order to test the algorithm

under different types of loads. It was assumed, in particular, that all
the loads in the system had an inductive part with cos𝜙 = 0.8 in
SC1 (instead of cos𝜙 = 1). Then, the algorithm was executed and the
objective was to set the nadir at 0.21 Hz. Fig. 9 shows the movement
of the eigenvalues for cos𝜙 = 0.8, marked with ‘‘o’’, and for cos𝜙 = 1,
marked with ‘‘+’’. It can be seen that for the scenario with cos𝜙 = 0.8,
8

Fig. 10. Transient response of the COI frequency in SC1, for load cos𝜙 = 1 and load
cos𝜙 = 0.8.

the number of iterations needed is lower as the nadir was originally
closer to the desired solution. Fig. 10 shows the transient response
of the COI for the original case (cos𝜙 = 1), before and after the
redesign. In that figure, the results for the case of cos𝜙 = 0.8 are also
depicted. It can be seen that in both cases, the nadir after the redesign is
0.21 Hz.

4.4. Additional considerations

Some extra features may be added to the algorithm presented
above. For instance, if a specific ratio between controller parameters
is required, additional expressions such as (25) could be implemented.
In addition to that, if a simultaneous design of nadir and ROCOF
is required, (17) and (23) must be solved simultaneously. However,
this objective might be difficult to achieve since these metrics might
guide parameters in opposite directions. Therefore, in a case that the
combined solution is not feasible, it is recommended to prioritise one
of the metrics and perform the design using only that metric. To obtain
better results considering only one of the metrics, additional constraints
can be included as in (25).

The additional features described and the design of nadir and
ROCOF simultaneously result in a system with a larger number of equa-
tions. As the number of equations increases, the problem solving may
become more complex. Accordingly, it is advised to limit the number
of equations by limiting the number of eigenvalues to modify. When
nadir of 𝜔𝐶𝑂𝐼 is redesigned in systems with second order dynamics,
it is recommended to only modify the eigenvalue that participates the
most in 𝜔𝐶𝑂𝐼 and those with low damping. Although this may change
depending on the MG and its operating point, for the variety of studied
cases the algorithm found a solution to most of them. The only cases
without a feasible solution were detected when an improvement of both
nadir and ROCOF was performed simultaneously.

5. Experimental validation

5.1. Experimental platform

Fig. 11 shows a picture of the laboratory facilities while Fig. 12
show the implementation of this specific MG topology in the labora-
tory [35,36]. A 75 kVA VSC and four 15 kVA VSCs were used. One of
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Fig. 11. Pictures of the laboratory facilities. (green) Centralised MG controller and measurements, (yellow) ac busbars, (violet) real-time computers, (blue) loads and (orange)
power converters. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)
Fig. 12. Diagram of the electrical interconnections in the laboratory.

the 15 kVA VSCs was used to implement the GFL control (C4). Two
programmable resistive load banks were connected at nodes B11 (L1)
and B4 (L2). L2 was configured to carry out a load step of 3 kW in order
to measure frequency ROCOF (at 𝑡 = 0.1 s) and nadir. Configurable
impedances were used to replicate the MG topology. A diagram of the
laboratory implementation is shown in Fig. 12.

5.2. Experimental results

The analytical study was validated experimentally by performing
the load steps described in Section 4.3 and then comparing experi-
mental and analytical results of 𝜔𝐶𝑂𝐼 . Fig. 13 shows the transient of
𝜔𝐶𝑂𝐼 (both simulation and experimental results), for SC1 and SC2,
before and after the redesign for reducing (a) nadir and (b) ROCOF. The
transient of 𝜔𝐶𝑂𝐼 obtained from the tests match well with the predicted
results obtained from the analytical model. Fig. 13(a) shows that after
redesigning the controllers, the MG nadir for SC2 was reduced and it
reached the original value obtained in SC1. Then, Fig. 13(b) shows
the transient response of 𝜔𝐶𝑂𝐼 , for the case of ROCOF redesign. It can
be seen that the ROCOF is reduced and it has the same value of SC1.
The shape of the transient is not exactly the same due to the realistic
elements of the experimental platform. However, these differences are
relatively small.

6. Conclusion

A methodology has been proposed for continuous management of
principal frequency stability parameters of a MG, namely ROCOF and
nadir of frequency of centre of inertia 𝜔𝐶𝑂𝐼 . This is achieved by apply-
ing controller parameter adjustments to the grid forming converters in
9

Fig. 13. Transient responses of 𝜔𝐶𝑂𝐼 obtained from (Sim) simulations and (Exp)
experiments (step variation in load L2). (green) Original scenario (SC1), (red) scenario
with battery constraints (SC2), and SC2 with (orange) nadir and (blue) ROCOF
redesigns. (For interpretation of the references to colour in this figure legend, the
reader is referred to the web version of this article.)

the MG. For adjusting nadir, control parameters are modified by taking
into consideration the parametric sensitivities of the eigenvalues that
have most impact on 𝜔𝐶𝑂𝐼 . In the case of adjusting ROCOF, control
parameters are modified according to their contribution to ROCOF.

The main contribution of the paper is the proposed algorithm
that ensures both stability and operational constrains are met at all
times. The algorithm uses an iterative search for solution to meet the
stability criteria. It has been found that parameters of droop and virtual
impedance contribute most to 𝜔𝐶𝑂𝐼 according to the parametric sensi-
tivities. Droop parameters have the highest impact on low frequency
eigenvalues and, therefore, they are mainly used to adjust both ROCOF
and nadir. In addition to that, the values of virtual impedances, that
are typically omitted in frequency studies, were also used to modify
nadir. For the ROCOF adjustment only droop parameters were used as
they are directly linked with the system frequency response and the
definition of ROCOF, as considered in the literature. In comparison to
previous work, parametric sensitivities were used in two ways. On the
one hand, polar values of sensitivities were considered. On the other
hand, they were used to move several eigenvalues at the same time. The
latter prevented poorly damped eigenvalues to move to undesired loca-
tions when eigenvalues with highest impact on 𝜔𝐶𝑂𝐼 are modified. In
comparison to existing solutions, the proposed methodology is suitable
for its application to any combination of GFM devices (not exclusively
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VSM or droop). In addition to that, as small-signal models are obtained
and updated using computational tools, no further analytical deriva-
tions are required. Another important remark is that despite the number
of steps involved in the algorithm its computer implementation is rather
simple. This is mostly because the algorithm mostly uses linear solver
tools. Its main possible drawback is the complexity of the problem
when there is a large number of restrictions applied. It is, therefore,
recommendable to set the number of restrictions to minimum.

Analytical results showing the system eigenvalues and their move-
ment during the iterative process are shown. Also, an example of
parametric sensitivity is provided in order to demonstrate the pa-
rameter selection process. Finally, analytical results of the proposed
methodology were validated experimentally. It was demonstrated how
the nadir and the ROCOF are reestablished after a transient change of
load.

In future, it would be of interest to study in detail how virtual
impedance and inner primary controllers may affect frequency dynam-
ics. This is of a particular interest for the fast frequency auxiliary
services requested by grid operators. Besides, the proposed methodol-
ogy can be used to adapt the dynamics of other system variables by
taking into account participation factors, eigenvalues and sensitivities.
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