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Abstract 

The Bivariate Latent Change Score (BLCS) model is a popular framework for the study 

of dynamics in longitudinal research. Despite its popularity, there is little evidence of the 

ability of this model to recover latent dynamics when the latent trajectories are affected 

by stochastic innovations (i.e., dynamic error). The deterministic specification of the 

BLCS model does not account for the effect of these innovations in the system. In 

contrast, the stochastic specification of the BLCS model includes parameters that capture 

the effect of such innovations at the latent level. Through Monte Carlo simulation, we 

generated two developmental processes and examined the recovery of the parameters in 

the deterministic and stochastic BLCS models under a broad range of empirically relevant 

conditions. Based on our findings, we provide specific guidelines and recommendations 

for the application of BLCS models in developmental research.  

Keywords: latent change score model; stochastic dynamical systems; stochastic 

innovations; structural equation models; longitudinal data analysis 
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Effectiveness of the Deterministic and Stochastic Bivariate Latent Change 

Score Models for Longitudinal Research 

Latent Change Score (LCS) models (Hamagami & McArdle, 2001; McArdle, 2001, 

2009) are a useful and popular approach to the study of dynamics in longitudinal data. 

In particular, the bivariate version of these models (BLCS) allows to examine the 

interrelations between two variables that unfold over time (McArdle, 2001), allowing 

for a better understanding of the dynamic and multivariate nature of developmental 

processes. 

BLCS models are characterized by their ability to simultaneously describe latent 

trajectories and time-lagged (i.e., auto-regressive) relations between latent variables 

over time. The key feature of these models is that they represent the processes of 

interest as dynamical systems in which the changes, instead of the levels, are the focus 

and are modeled as latent variables. Specifically, these models include, at every time 

point t, and for each process under study, one latent variable that captures the changes 

between t and t−1. BLCS models are particularly useful for the study of processes in 

which the average scores are expected to grow or decline over time (i.e., the mean 

structure is non-stationary), such as the development of cognitive abilities over the life 

span (e.g., McArdle et al., 2002). As such, they have been used to study change in 

numerous empirical constructs, including depressive symptoms and perceptual speed in 

aging (Bielak et al., 2011), biometric genetic influences in fluid intelligence in twins 

(Finkel et al., 2013), or the interplay between reading and writing skills in children 

(Ahmed et al., 2014), among many others. 

Despite the popularity of BLCS models, there is little evidence on their ability to 

recover the dynamics of bivariate systems when the latent trajectories are affected by 
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stochastic innovations. From a substantive point of view, innovations represent events 

that impact the change at the latent level, and whose influence lingers on later states of 

the system (see Schuurman et al., 2015). Consider, for example, the developmental 

trajectories of reading and arithmetic abilities from childhood to early adulthood. The 

learning and development of these skills can be affected, either positively or negatively, 

by multiple events, such as an interpersonal conflict, changing school, or attending 

support classes, among many others. The impact of these events is constant during 

development, and they can affect each individual differently, leading to deviations in 

their developmental trajectories that may be relevant for the phenomenon under study. 

In longitudinal research, such events are typically modelled as random shocks or 

stochastic innovations, representing deviations from the expected latent trajectories with 

a lingering influence on the system. 

The specification of BLCS models that includes innovation parameters is 

typically referred to as the stochastic BLCS model (Ji & Chow, 2019). However, the 

vast majority of specifications of this model in the Psychology literature are 

deterministic (i.e., they do not account for stochastic innovations). Thus, they assume 

that the changes in a system are perfectly predicted by the latent states at the previous 

occasion. Given the frequency with which we are exposed to random shocks such as 

those described above, the deterministic assumption seems unlikely in the empirical 

practice. If individuals in a sample are affected by stochastic innovations during their 

development, the stochastic model is more theoretically plausible than its deterministic 

counterpart, which will be misspecified. In practice, however, the choice of one model 

specification over the other is not obvious. Is the deterministic model incapable of 

recovering bivariate dynamics in the presence of stochastic innovations? If the 

unaccounted deviations in the latent trajectories were captured as measurement errors, 
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the misspecification would not be particularly harmful. In contrast, if the parameters 

capturing latent dynamics were affected by the random shocks, the deterministic model 

would lead to potentially incorrect conclusions regarding latent dynamics and 

interrelations between processes. And more importantly, how common are stochastic 

innovations in the context of developmental research? Due to the scarcity of empirical 

applications of stochastic BLCS models, there is little evidence on the extent to which 

developmental trajectories are affected by innovations. In the context of child 

development, Ferrer and colleagues (Ferrer et al., 2007, 2010) studied the development 

of reading abilities using a stochastic BLCS model, and found that individual 

differences in the trajectories due to innovations represented around 5 to 15% of the 

variance of the initial latent scores. In empirical constructs other than reading abilities, 

however, the proportion of between-individual variance due to innovations may be 

above that range. One of the main goals of this manuscript is to evaluate the ability of 

the deterministic and stochastic BLCS models to capture latent dynamics in the 

presence of stochastic innovations similar to those found in the empirical literature.  

Another relevant issue in the application of BLCS models concerns sampling 

requirements. In fact, several recent studies have expressed the need for comprehensive 

simulation studies to evaluate the quality of the estimates under different combinations 

of sample size and number of repeated measures (e.g., Ji & Chow, 2019; Kievit et al., 

2018). Research designs with relatively large samples and few repeated measures are 

the most frequent in developmental studies, in which BLCS models are typically used 

(e.g., Ahmed et al., 2014; Bielak et al., 2011; Finkel et al., 2016; Gerstorf et al., 2007; 

Ghisletta et al., 2006; King et al., 2006; Liao et al., 2018; Quinn et al., 2015; Snitz et al., 

2015; Ziegler et al., 2015). In this type of research, collecting large samples can be 

challenging, and using many repeated measures may not be feasible due to time, 
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logistic, and financial constraints. It is therefore of great interest to examine the 

performance of both the deterministic and stochastic BLCS model under different 

sampling conditions, especially those more accessible to most empirical researchers: 

few repeated measures and varying sample sizes.  

The aim of the present study is two-fold. First, we aim to examine the extent to 

which a deterministic BLCS model (i.e., with no parameters to capture stochastic 

innovations) yields reliable estimates when the trajectories are affected by stochastic 

innovations. Second, we aim to conduct a comprehensive evaluation of the ability of the 

deterministic and stochastic BLCS models to capture the dynamics of a bivariate system 

under a broad range of sampling conditions. In the following section, we provide a 

detailed description of the BLCS model, and elaborate on the interpretation of stochastic 

innovations. Next, we analyze the results of a Monte Carlo study and evaluate the 

performance of the deterministic and stochastic specifications of the BLCS model under 

multiple conditions of variance due to innovations, sample size, and number of repeated 

measures. We conclude the article offering several recommendations on the use of 

BLCS models and the design of longitudinal studies for developmental research. 

The deterministic Bivariate Latent Change Score model 

In the standard specification of BLCS models, the observed variables are decomposed 

into latent true scores and measurement error. Thus, observed scores for variables X and 

Y at any given time t are given by: 

 [ ] [ ] [ ]

[ ] [ ] [ ]

t t x t

t t y t

X x e
Y y e

= +

= +
 (1) 
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where ex and ey are measurement errors, and x and y are the corresponding latent variables. 

These errors are stationary, normally distributed with mean zero, variances σex2 and σey2, 

and covariance σex,ey at any given time point. In this specification, no further covariances 

are allowed between the errors and other elements in the system (McArdle & Hamagami, 

2001, 2004). 

BLCS models represent a bivariate dynamic process in which the state of the 

system at each time point is dependent on previous states. Therefore, it requires the 

specification of the state of the system at the first measurement occasion (sometimes 

called “latent intercept”), and also the specification of the time-lagged effects defining 

the trajectories’ change over time. Initial conditions are defined by: (a) the latent initial 

scores (x0 and y0), representing the state of the latent processes at the first measurement 

occasion; and (b) the latent additive components (xa and ya), representing a constant 

amount of change added at each measurement occasion. This latent structure follows a 

multivariate normal distribution with mean vector and covariance matrix: 
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 (2) 

Once the initial state of the system is specified, two latent variables are defined to 

capture changes between true scores at adjacent time points. Thus, scores for each process 

at time t are a function of the respective true scores at time t – 1 plus the latent changes: 

 [ ] [ ] [ 1]

[ ] [ ] [ 1]

t t t

t t t

x x x
y y y

−

−

∆ = −

∆ = −
 (3) 
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In the deterministic BLCS model, each of these latent change scores Δx[t] and Δy[t] 

are typically modelled, at any time t, as a function of three components: (a) the additive 

components (either xa or ya), representing an additive linear effect on the system; (b) a 

self-feedback parameter β, representing the influence of the same variable at the previous 

occasion, t – 1; and (c) a coupling parameter γ, representing the influence of the other 

variable at t – 1. Therefore, the equations for change at time t are expressed as: 

 [ ] [ 1] [ 1]

[ ] [ 1] [ 1]

t x a x t y t

t y a y t x t

x x x y
y y y x

− −

− −

∆ = α × +β × + γ ×

∆ = α × +β × + γ ×
 (4) 

where xa and ya influence the system through the coefficients αx and αy. The latter two 

coefficients can be freely estimated to express different amounts of additive change at 

each time point (McArdle & Nesselroade, 2014), although this is infrequent. Following 

common practice, they are fixed to 1 in this study (e.g., McArdle, 2009).  

BLCS models are used to describe processes of exponential growth (or decay). 

Consider, for example, the exponential trajectories typically found in the development of 

intellectual abilities from childhood to early adulthood (e.g., Figure 1). Most cognitive 

abilities show a rapid growth during the first years of life followed by a progressive 

deceleration, until they reach a peak between 20 and 30 years of age—the exact age 

depends on the specific ability and the individual (McArdle et al., 2002). In BLCS 

models, this maximum level towards which the trajectory tends is modeled as an 

asymptote. Importantly, the means (µx,asym and µy,asym) and variances (σ2x,asym and σ2y,asym) 

of the trajectories in the asymptotes are not directly estimated, but can be obtained as a 

function of the self-feedbacks, couplings, and additive components: 
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 The mathematical relations in Equation 5 imply that the means of the additive 

components provide information about the position of the asymptotes with respect to the 

initial states. In the context of cognitive development, larger means for the additive 

components indicate a larger growth from one time point to the next, which results in a 

greater distance between the initial latent level and the asymptotes—that is, in higher 

values for the maximum levels towards which the mean trajectories tend. Likewise, the 

variances of the additive components contain information about inter-individual 

variability in the asymptotes. Larger variances for the additive components indicate larger 

inter-individual differences in the asymptotes or maximum levels of the trajectories. For 

a detailed account of the relations between LCS model parameters and their 

interpretation, see Cáncer et al. (2021).  

Incorporating innovations: The stochastic BLCS model 

The specification of latent changes in the previous section represents a 

deterministic system (Hamagami & McArdle, 2001; Ji & Chow, 2019), which is by far 

the most frequent specification in substantive applications of the BLCS model. It assumes 

that, once the initial conditions are known, individual changes can be perfectly predicted 

at any given point in time, and all the observed deviations from the change equations are 

exclusively due to measurement error. However, this is a rather unrealistic assumption in 

developmental research. Consider, for example, yearly measurements of cognitive 

abilities and academic performance from childhood to early adulthood (Peng & Kievit, 
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2020). Longitudinal changes in both variables could be captured by a BLCS model in 

which, at any given time point, the yearly changes are a function of the three elements 

described in equation 4. However, time-specific innovations (i.e., random shocks) may 

affect the system and deviate the yearly change from the deterministic trajectory, either 

positively or negatively. For example, a child could lose an academic year due to an 

illness, or a subset of the sample may have a substitute teacher affecting their academic 

achievement. If the researcher expects time-specific shocks due to known factors 

affecting all the individuals in the sample, such factors can be measured and included in 

the model as an exogenous time-specific variable. However, in many scenarios, there may 

be innovations in the system that cannot be accounted for by a specific variable. 

These innovations are very different from measurement errors (see Schuurman et 

al., 2015). Measurement errors are disturbances in the observed scores caused by 

unobserved events or circumstances that are specific of the measurement occasion, such 

as a misunderstanding of the instructions, distraction, or fatigue. They are time-specific 

and inherent to the observed scores, and thus do not affect future states of the latent 

process. In contrast, innovations account for unobserved events with an impact on the 

latent process, which are carried over to later states of the system through the time-lagged 

parameters. They can be thought of as individual-specific “shocks” whose impact in the 

developing system is modeled. This carry-over effect causes past innovations to have a 

lingering influence on the system, potentially leading to long-run deviations from the 

deterministic latent trajectories. Figure 1 depicts 20 individual trajectories for two 

observed processes without innovations/disturbances (left panels), with measurement 

errors only (middle panels), and with dynamic innovations only (right panels). Note that, 

in Figure 1, measurement errors act as time-specific white noise, leading to up and down 

fluctuations around the expected latent trajectories. Innovations, however, have an 
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accumulative effect over time that modifies the development of the individual trajectories, 

affecting later time points, and eventually deviating the trajectories from their expected 

deterministic course. 

[FIGURE 1] 

Innovations are usually modeled as process random noises, and often termed 

dynamic fluctuations, dynamic errors, impulses, or prediction errors (Oud & Delsing, 

2010; Schuurman et al., 2015; Voelkle et al., 2018; Voelkle & Oud, 2015; Zyphur et al., 

2020). It is possible to expand equation 4 to account for them by adding a stochastic 

residual term to the equations for change: 

 [ ] [ 1] [ 1] [ ]

[ ] [ 1] [ 1] [ ]

t x a x t y t x t

t y a y t x t y t

x x x y d
y y y x d

− −

− −

∆ = α × +β × + γ × +

∆ = α × +β × + γ × +
 (6) 

Where dx[t] and dy[t] are random variables normally distributed with time-invariant 

mean 0, variances σdx2 and σdy2, and covariance σdx,dy. In the standard stochastic BLCS 

specification, the innovations in both latent processes can be correlated at any given time 

point (σdx,dy), and no further covariances are allowed between the errors and other 

elements in the system. In a bivariate system, these covariances are interpreted as the 

linear relation between the “shocks” affecting each of the latent processes over time. 

Typically, the parameters regarding dynamic errors are assumed to be equal across 

occasion (i.e., time invariant). Figure 2 depicts the full stochastic BLCS model, which is 

specified by 24 parameters: 4 means, 8 variances, 8 covariances, and 4 time-lagged 

effects. 

Importantly, innovations are dynamic in nature because a) they capture external 

shocks that are unaccounted for by previous states and b) their effects on the system are 
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carried over to future states. Note that, in Figure 2, the innovation variance introduced in 

Δx[t−1] goes directly into the latent level x[t−1] through a regression weight of 1.  Then, the 

variance of x[t−1] (which includes all the innovation variance entered in the system up to 

that moment) is propagated through three regression paths. The first path goes into the 

latent level x[t] through a regression weight of 1, and the other two paths predict the latent 

changes in Δx[t] and Δy[t] (through βx and γx, respectively). Therefore, the impact of the 

external shocks on each occasion is “passed along” to later states of the system, leading 

to the lingering deviations depicted in Figure 1 (right-side column). 

[FIGURE 2] 

Stochastic BLCS models are very rare in the developmental literature. Some 

exceptions include the study of the interrelations between cognition and reading in 

dyslexic readers (Ferrer et al., 2010), and the developmental dynamics between reading 

and cognition during childhood (Ferrer et al., 2007). One possible reason for this scarcity 

may be that they include a large number of parameters, which may lead to estimation 

problems. In this regard, Usami et al., (2019) pointed out that the inclusion of both 

measurement errors and innovations may lead to convergence errors and improper 

solutions (i.e., solutions with non-available or unreasonable large parameters or standard 

errors). In a simulation study, Ji & Chow, (2019) observed that measurement and dynamic 

errors could not be reliably distinguished under certain conditions. However, these 

authors examined only a restricted set of scenarios, and their focus was on the effect of 

misspecification of the initial conditions. Moreover, and to the best of our knowledge, no 

previous studies have systematically examined the consequences of estimating a 

deterministic BLCS model when the latent trajectories are affected by random shocks or 

innovations. 



Deterministic and stochastic BLCS  -  13 

The present study 

In sum, developmental systems are often impacted by random shocks that affect 

individuals differently, shaping their trajectories and altering their patterns of change. 

Deterministic BLCS models, in which the changes are assumed to be fully determined by 

time-lagged effects and initial conditions, are not able to capture these influences. In 

contrast, stochastic BLCS models include innovation parameters that account for these 

influences and model their effect on the system. 

In the present work, we conducted an extensive Monte Carlo simulation to 

evaluate the recovery of population parameters in a bivariate system under a broad set of 

empirically relevant conditions. As described previously, most BLCS specifications in 

the empirical literature do not include stochasticity in the latent changes. Therefore, the 

goals of this manuscript are: a) to examine the consequences of not accounting for 

stochastic innovations when they are affecting the latent trajectories (i.e., how robust  the 

deterministic model is when fitted to data with varying levels of stochastic innovations), 

and b) to evaluate the effectiveness of the deterministic and stochastic BLCS models to 

recover dynamic features of two developmental processes under different conditions 

affecting the sampling and the populational trajectories. 

Method 

We generated repeated measures for two processes x and y that unfold over time. The 

processes were generated according to the stochastic BLCS model described in Equation 

6. The generating parameters were chosen to represent trajectories that are typical of the 

development of cognitive abilities from childhood to early adulthood (e.g., Kail & Ferrer, 

2007; Schmitt et al., 2017; van der Maas et al., 2006), and were based on previous 
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empirical studies (Ferrer et al., 2007, 2010; Shaywitz et al., 1990). They are reported in 

table 1. 

[TABLE 1] 

Based on the parameters in Table 1, we simulated three hundred data sets for each 

of the 80 conditions created by the combination of the following four factors: 

• Proportion of variance due to stochasticity in the innovations (Ps): four 

conditions (Ps = {.0, .05, .15, .25}) 

• Sample size: four conditions (N = {50, 100, 200, 500}) 

• Number of repeated measures: five conditions (T = {3, 4, 5, 7, 10}) 

Proportion of variance in the process due to stochasticity in the innovations (Ps) 

The specification of the stochastic BLCS model (i.e., with 24 parameters) has been rarely 

applied in substantive research. Therefore, there is little evidence on the extent to which 

the evolution of developmental variables is affected by random innovations that 

accumulate over time. Ferrer and colleagues studied the development of reading abilities 

during childhood and obtained variances for the innovations that represented around 5 to 

15% of the variance of the latent initial scores (Ferrer et al., 2007, 2010).  

In order to cover a broad range of scenarios, we used four values for the 

Proportion of latent variance due to the stochasticity of the innovations, Ps = (.0, .05, .15, 

.25). We computed it based on the total amount of latent variance in t=2. Ps quantifies 

the proportion of such variance that is due to the innovations’ variance. For example, for 

the latent process x, 
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2

2 2
[ 2]

dx
x

x t dx

Ps
=

σ
=
σ +σ

 (7)             

A value of Ps = .15 implies that, from the total latent variance in the process x at t=2 

(excluding the measurement error variance), 15% is introduced by the variance of the 

innovations at t=2, while the remaining 85% is due to the latent variances of x and y at 

t=1, plus influence of the corresponding latent additive component. In other words, if the 

variance of the latent process x in t=2 took a value of 10, proportions of stochasticity of 

.0, .05, .15, and .25 would lead to variance due to innovation variances of 0, .5, 1.5, and 

2.5, respectively. The covariance between innovations was set according to a correlation 

of 0.2 across all conditions. Note that a high correlation between “shocks” would imply 

that the stochastic deviations have a common cause across time points and individuals. 

This is very unlikely, as these “shocks” represent the impact of multiple individual-

specific events over time. Since this correlation is likely to be low and to not vary widely 

across applications, we do not expect it to have a meaningful impact in the performance 

of the BLCS model.  

Figure 3 depicts a set of trajectories generated with the parameters from Table 1 

using different Ps values. The proportion of variance due to stochastic innovations can be 

thought of as the extent to which the states of the process are influenced by external 

shocks or disturbances. In other words, it represents the amount of “randomness” or 

unpredictability in a system. If the proportion of variance due to innovations is high, the 

values of the process will be more influenced by external shocks and will be more 

unpredictable. This would result in a lower degree of autocorrelation, as the current state 

of the process would be less related to its past states. As illustrated in Figure 3, conditions 

with more stochasticity due to innovations simulate shocks with a greater impact on the 

system. These shocks are then propagated through the self-feedbacks and couplings to 



Deterministic and stochastic BLCS  -  16 

subsequent states, ultimately resulting in larger and more persistent deviations from the 

deterministic trajectories. Note that the deterministic BLCS model is a correct 

specification when Ps = 0, whereas the stochastic specification is needed to adequately 

account for the innovation variance in the rest of Ps conditions. The condition of Ps = 0 

was included to evaluate: a) the performance of the deterministic model when it is 

correctly specified, and b) whether the stochastic model captures innovations as null when 

they are zero in the population.  

[FIGURE 3] 

Number of measurement occasions 

One of our goals was to explore how many measurement occasions are needed to 

adequately capture the features of longitudinal bivariate processes. To this end, the 

number of time points chosen were 3, 4, 5, 7, 10. We focused on time points under 10 

because they are more frequent in developmental studies (e.g., Ahmed et al., 2014; 

Estrada et al., 2019; Finkel et al., 2013, 2016; Gerstorf et al., 2007; Ghisletta & 

Lindenberger, 2003; Liao et al., 2018; Small et al., 2012), and because longer studies 

are often not feasible in developmental research. 

Sample size 

BLCS models have been applied to data sets containing hundreds of participants (e.g., 

Estrada et al., 2019; Ferrer et al., 2007; Finkel et al., 2016; Ghisletta et al., 2006; 

Lövdén et al., 2005, 2007; Malone et al., 2004; Quinn et al., 2015; Small et al., 2012; 

Ziegler et al., 2015), or even thousands (e.g., Bielak et al., 2011; Grimm, 2007; Infurna 

& Gerstorf, 2013; Liao et al., 2018; McArdle & Prindle, 2008; Sargent-Cox et al., 2012; 

Snitz et al., 2015). Due to the complexity and number of parameters of the BLCS 
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model, such large samples are likely to be necessary. However, most developmental 

researchers face economic and other constraints that usually make it difficult to gather 

very large samples, particularly when repeated measures are required. In order to 

explore the minimal requirements to adequately estimate the models, we included the 

following four sample sizes: 50, 100, 200, and 500 individuals per sample. 

Estimation and data analysis 

Our main goal was to examine the ability of the deterministic and stochastic 

specifications of the BLCS model to recover developmental trajectories, especially 

when they are affected by stochastic innovations at the latent level. For each sample in 

each condition, we estimated: a) one deterministic BLCS model, which does not 

account for potential innovations in the trajectories and has 21 free parameters 

(Equation 4), and b) one stochastic BLCS model, which includes two dynamic error 

variances and one covariance to capture the effects of stochastic innovations in the 

system, resulting in a total of 24 free parameters (Equation 6). For the specification and 

estimation of the models, we used OpenMx in R (RAM parameterization estimated with 

maximum likelihood; cf., Ghisletta & McArdle, 2012; Neale et al., 2016). The 

estimation was performed through the OpenMx functions mxModel and mxRefModels 

(Boker et al., 2018). The R code for generating the data sets and estimating the BLCS 

models is available at: https://github.com/PFernandez-Cancer/stochasticBLCS. 

Results 

 In this section we evaluate, across all simulation conditions: 1) the rates of 

improper solutions, 2) the bias of the parameter estimates, 3) the variability of the 

parameter estimates, and 4) the bias of the standard errors. In BLCS applications, the 

focus is usually on the time-lagged dynamics (i.e., self-feedbacks and cross-lagged 

https://github.com/PFernandez-Cancer/stochasticBLCS
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effects). Because of this, and given that innovations’ variances have been mostly 

unexplored before, here we focus on how self-feedbacks and couplings are recovered 

when the trajectories are affected by these innovations. Results for the means and 

variances are also described, but due to space constraints, only the self-feedbacks and 

couplings are depicted in Figures 5-7. Results regarding the covariances, additional 

figures, and extended numerical results are available in the supplemental materials.  

Improper solutions 

First, we examined the solutions that included invalid parameter estimates, leading to 

uninterpretable results. Solutions were considered improper, and removed from 

subsequent analysis, when they contained at least one of the following: (a) not available 

(NA) parameter or standard error estimates; and (b) unreasonably large parameter or 

standard error estimates with absolute value above |10|. Figure 4 shows the percentage 

of improper solutions for the stochastic BLCS model. 

[FIGURE 4] 

 The incidence of improper solutions was very low for both specifications of the 

BLCS model. For the deterministic model, improper solutions ranged from 0 to 10% in 

conditions with three repeated measures, and from 0 to 1.7% in the remaining 

conditions. Improper solutions for the deterministic model were not included in Figure 4 

due to this low incidence. For the stochastic model, improper solutions ranged from 0 to 

28%, and were also more frequent in conditions with three repeated measures. As 

expected, increasing the number of repeated measures and the sample size reduced the 

rates of improper solutions. In contrast, the proportion of stochasticity in the 

innovations had a much smaller impact on the performance of the stochastic model, 

with increasing proportions of stochasticity generally resulting in slightly lower 



Deterministic and stochastic BLCS  -  19 

percentages of improper solutions. We discuss strategies for dealing with improper 

solutions in the Discussion section.  

Bias of the estimates 

We examined the accuracy of the estimates as the bias of each parameter in each 

condition: estbias = θ −θ , where θ is the true value and estθ  is the average estimate 

across all replications in a given condition1. 

Self-feedbacks and couplings 

Figure 5 depicts the bias for self-feedback and coupling parameters across all 

conditions. When the trajectories were not affected by stochastic innovations (Ps = 0), 

both the deterministic and the stochastic models required a minimum of four repeated 

measures and 100 individuals, or five repeated measures and 50 individuals, to produce 

unbiased estimates (bias range from −.04 to .04). As expected, increasing the proportion 

of stochasticity led to more biased estimates for the deterministic model, probably 

because it also increased the degree of misspecification. Interestingly, this also occurred 

with the stochastic model, although to a lesser extent. That is, although the stochastic 

model included parameters to capture innovations, the time-lagged dynamics were 

slightly more biased when such innovations were large. When the number of repeated 

measures was increased to seven, this effect was barely noticeable in the stochastic 

 

1 We did not use the relative bias because, when the trajectories are not affected by innovations, 

the dynamic error variances and covariances equal zero. Thus, computing the relative bias in 

these conditions would imply dividing by zero. 
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model (range −.04 to .05), although it persisted in the deterministic model (range to 

−.10 to .08). 

[FIGURE 5] 

Latent means and variances 

 Due to space constraints, the complete numerical results and corresponding 

figures are included in the supplemental materials. Here we discuss the most relevant 

findings. When the number of repeated measures was three or four, the means and 

variances of the additive components were substantially biased, regardless of the model 

specification and the proportion of variance due to innovations (ranges −.48 to 0.18 for 

the means, and −.01 to 1.03 for variances). Note that the overestimation of the additive 

component variances implies an overestimation of the inter-individual differences in the 

asymptotes of the trajectories (i.e., the maximum level towards which each individual 

tends as time increases). In the stochastic model, all the latent means and variances of 

the model were accurately recovered with five or more repeated measures (range −.06 

to .07), regardless of the amount of stochasticity due to innovations. In the deterministic 

model, however, medium and large proportions of stochasticity (Ps = .15 and Ps = .25) 

led to overestimations of the measurement error variances.  

Variability of the estimates 

We evaluated the variability (i.e., precision) of the parameter estimates by computing 

their empirical standard deviation as  2

1
( ) /

K

k est
k

SD K
=

= θ − θ∑ , where θk is the 

estimated value in a replication k, estθ  is the average estimate across K replications, and 

K is the number of replications in a given condition. 
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Self-feedbacks and couplings 

 Figure 6 depicts the variability for the self-feedback and coupling estimates 

across all conditions. Overall, conditions with three repeated measures led to highly 

varying estimates for the time-lagged parameters (with standard deviations ranging 

from .18 to 1.49). In the remaining conditions, both model specifications displayed a 

similar performance. As expected, the most relevant factor for the variability of the 

parameter estimations was the number of repeated measures, followed by the sample 

size. Increasing proportions of stochasticity due to innovations led to slightly more 

variability in the estimates of the stochastic model. However, this effect was small and 

mostly limited to conditions with three and four repeated measures. 

[FIGURE 6] 

Latent means and variances 

Due to space constraints, the complete numerical results and corresponding 

figures are included in the supplemental materials. Here we discuss the most relevant 

findings regarding estimate variability. The latent means and variances displayed a 

pattern of variability similar to the time-lagged parameters: the variability was lower 

with increasing number of repeated measures and sample size, but mostly unaffected by 

the amount of stochasticity due to innovations. In conditions with three and four 

repeated measures, the additive component means and variances showed high 

variability (range .05 to .72 for the means and .05 to 1.48 for the variances), especially 

with low sample sizes. Overall, increasing the proportion of stochasticity due to 

innovations did not lead to a higher variability of the measurement error variance 

estimates. 
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Bias of the standard errors 

 We examined the accuracy of the standard errors for each parameter in each 

condition as: estbias SE SD= − , where SEest is the estimated standard error and SD is the 

standard deviation across all replications in a given condition. 

Self-feedbacks and couplings 

 Figure 7 depicts the bias of the standard errors for the self-feedback and 

coupling parameters across all conditions. In conditions with four or more repeated 

measures, the proportion of stochasticity due to innovations had little impact on the 

recovery of the standard errors. Only in the deterministic model, increasing proportions 

of stochasticity led to more biased standard errors, although this bias became negligible 

with increasing sample size. In the stochastic model, standard errors were accurately 

recovered with five repeated measures and 200 individuals, or seven repeated measures 

and 100 individuals (range −.04 to −.001). In the deterministic model, similar sampling 

conditions were required to produce standard errors, except when the impact of 

innovations was large (Ps = .25). In such conditions, the deterministic model required 

larger samples than its stochastic counterpart to achieve similar levels of accuracy. 

[FIGURE 7] 

Importantly, when the standard errors were not accurately recovered, they were 

always underestimated. This means that, in such conditions, the confidence intervals 

built with the standard errors were narrower than they should be, thus incorrectly 

inflating the degree of precision around the point estimate. 

Latent means and variances 
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Due to space constraints, the complete numerical results and corresponding 

figures are included in the supplemental materials. Here we discuss the most relevant 

findings. Both the deterministic and the stochastic models led to similar results 

regarding the standard errors of the latent means and variances. Overall, the means and 

variances of the additive components had negatively biased standard errors, especially 

with three and four repeated measures. In conditions with three repeated measures, this 

bias did not decrease with increasing sample size. This result, together with the low 

accuracy and large variability of the parameter estimates, suggests that the deterministic 

and stochastic BLCS models may not be tenable with only three repeated measures and 

the sample sizes examined in the present study. 

 Discussion 

Summary of findings 

In this study, we evaluated the ability of the deterministic and stochastic specifications of 

the Bivariate Latent Change Score model (BLCS) to recover the characteristics of two 

processes that unfold over time. We examined the performance of the models when the 

latent trajectories were impacted by varying degrees of stochasticity in the innovations. 

We also studied this performance across various combinations of sample size and number 

of repeated measures. 

Regarding sampling conditions, the number of repeated measures was the most 

relevant factor for adequate parameter recovery. In general, including additional 

measurement occasions had a much larger effect on the quality of the parameter estimates 

than increasing the sample size. One of the most relevant findings is that both the 

deterministic and stochastic BLCS models were not tenable with three repeated measures. 

In this condition, most estimates were substantially biased. Even in conditions with 500 



Deterministic and stochastic BLCS  -  24 

individuals, the parameter estimates were very sensitive to sampling fluctuations―that 

is, they varied widely across replications. This indicates that samples of such size may 

not be suitable for the BLCS models presented in this manuscript if only three repeated 

measures are used.  

Another relevant finding is that, in general, the deterministic BLCS model did not 

always provide adequate estimates when the latent trajectories were affected by stochastic 

innovations similar to those found in the empirical literature. As expected, some of the 

deviations in the trajectories produced by innovations were captured as measurement 

errors, inflating their variance. However, they also led to substantial bias in the self-

feedbacks, couplings, and additive component means and variances of the deterministic 

model. Only when the impact of innovations was null or very small, the deterministic 

model provided adequate estimates, but it required at least five or more repeated measures 

and 200 participants. 

In contrast, the stochastic BLCS model was capable of: 1) recovering innovation 

variances as null when they were zero in the population, and 2) capturing innovation 

variances of different size from small to large. When the proportion of variance in the 

latent processes due to innovations was null or very small, the sampling requirements for 

adequate parameter recovery were similar to those of the deterministic model (i.e., 200 

participants and at least five repeated measures). However, when this source of variance 

was larger (Ps = .15 and Ps = .25), the time-lagged dynamics and the additive component 

means and variances were slightly more biased. In such conditions, the stochastic model 

required at least seven repeated measures to achieve an accurate and reliable recovery of 

the parameters. 
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  Finally, both the deterministic and stochastic BLCS model tended to 

underestimate standard errors. This could be problematic because: 1) it falsely inflates 

the degree of precision around the point estimate and 2) it may lead to confidence intervals 

that are too narrow to cover the true parameter value. Fortunately, this bias was mostly 

limited to scenarios with few repeated measures and small sample sizes. In conditions 

with five repeated measures and 200 individuals, or seven repeated measures and 50 

individuals, the standard errors were acceptably accurate. 

Theoretical and methodological considerations 

Several authors have pointed out that LCS models are susceptible to improper solutions 

and convergence errors, especially when measurement and dynamic errors are 

simultaneously estimated (e.g., McArdle et al., 2004; Usami et al., 2015; Usami et al., 

2019). In this study, we did not find substantial amounts of improper solutions, although 

they were slightly more frequent in the stochastic model. Improper solutions may appear 

simply due to sampling fluctuations, and certain combinations of generating parameters 

may be more prone to improper solutions than others. There are several strategies for 

dealing with this problem in BLCS models. First, it is usually advisable to standardize 

the variables of interest with respect to the first measurement occasion (i.e., for all 

repeated measures, subtract the mean of the first occasion and divide by the standard 

deviation of the first occasion), because the maximum likelihood algorithm estimates the 

parameters more easily when they are in similar scales. A second (and compatible) option 

is using plausible sets of starting values for the parameters. For example, it may be 

reasonable to fit two univariate LCS models first, and use the resulting parameter 

estimates as starting values for the BLCS model. Also, researchers can aid the estimation 

by setting boundaries to restrict the range of possible values that a parameter estimate can 

take (e.g., setting the lower bound of a variance to 0 to prevent negative estimates). 
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Several recent studies have expressed the need for comprehensive simulation 

studies to evaluate the quality of the estimates under different combinations of sample 

size and number of repeated measures (e.g., Ji & Chow, 2019; Kievit et al., 2018). Our 

work provides guidelines on the appropriateness of the deterministic and stochastic BLCS 

model under a broad range of common sampling conditions. From the standpoint of 

model identifiability, two variables measured three times provide 27 degrees of freedom 

(15 covariances, 6 variances, and 6 means). The deterministic and stochastic BLCS 

models include 21 and 24 parameters respectively, therefore both specifications are 

identified with three repeated measures. However, our findings suggest that the estimates 

provided by the BLCS model may not be an accurate representation of the underlying 

process in such conditions, and therefore they should be interpreted with caution.  

Importantly, we found that the sampling requirements of the BLCS model differed 

depending on the amount of stochasticity in the latent processes due to innovations. Based 

on such findings, we provide the following indications. If the researcher does not expect 

the processes under study to be affected by innovations, or their expected impact is very 

small, they can safely use the deterministic model with four repeated measures and 500 

individuals, or five repeated measures and 200 individuals. However, it may be more cost 

efficient to increase the number of repeated measures to seven and recruit only 100 

individuals. If measuring ten times is possible, then a sample size of 50 individuals would 

yield similar results to the previously mentioned conditions. On the other hand, if 15% or 

more of the individual differences in the latent trajectories are expected to be due to the 

impact of innovations, the deterministic model will lead to biased estimates. In such 

scenarios, the stochastic model is more adequate, but it requires larger samples. In order 

to achieve highly reliable and accurate estimates, the stochastic model may require 500 

individuals and five repeated measures, 200 individuals and seven repeated measures, or 
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50 individuals and ten repeated measures. However, to the best of our knowledge, very 

few empirical studies have used stochastic models to examine developmental constructs. 

Moreover, it is very unusual to have a prior expectation of the extent to which any latent 

construct might be affected by stochastic innovations. In such situations of uncertainty, 

using the stochastic model with the sampling conditions described above is the safest 

choice.  

It is important to note that the minimum sampling requirements proposed in this 

manuscript were based on complete versions of the BLCS model including 21 and 24 

parameters (for the deterministic and stochastic specifications, respectively). 

Nevertheless, other specifications are possible depending on the hypothesis of change. 

For example, in certain empirical scenarios, it may be theoretically plausible to fix some 

parameters to zero, such as the couplings or the additive component variances. 

Specifications with fewer parameters may require less demanding sampling conditions to 

provide adequate estimates, and they may be easier to estimate with three repeated 

measures. A strategy to choose between different specifications is to sequentially fit 

nested versions of the BLCS model, starting from a basic restricted version (for example, 

fixed effects in the additive components), and progressing towards more complex and 

unconstrained versions. Through sequential comparison of nested models by means of 

likelihood ratio tests (or other alternative strategies, see Usami et al., 2016), it is possible 

to check hypothesis about the presence of specific effects and sources of variance. This 

procedure has been used with deterministic BLCS models applied to a single data set 

(e.g., Estrada et al., 2019). 
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Limitations and future directions 

In this study, we estimated the stochastic BLCS model as a structural equation model 

(SEM) with Maximum Likelihood estimation because it is a familiar and accessible 

approach for empirical researchers. However, BLCS models can be estimated in other 

frameworks such as state-space models (SSM; Hunter, 2018; Ji & Chow, 2019; Oud & 

Jansen, 2000), continuous-time modelling (see Voelkle et al., 2012), or using other 

estimation methods such as Bayesian estimation. SSMs provide an efficient approach to 

the analysis of intensive longitudinal data, where individuals are measured many times 

and the computational burden becomes costly for a SEM specification. In developmental 

settings, however, where individuals are typically measured few times, SSMs should 

present a performance similar to SEMs. On the other hand, treating time as a continuous 

variable may provide more accurate estimates if the intervals between occasions are 

unevenly spaced, which is frequent in longitudinal studies. Finally, Bayesian estimation 

has been shown to reduce improper solutions and improve the estimation in other 

dynamic models, such as the STARTS model (Lüdtke et al., 2018), n=1 autoregressive 

models (Schuurman et al., 2015), and ARMA models (Asparouhov & Muthén, 2020). 

Future research could extend this work by examining the performance of the BLCS model 

from the SSM, continuous-time, or Bayesian frameworks. 

 As described previously, the deterministic and stochastic BLCS models were 

untenable under conditions with three repeated measures. In our simulation design, 

conditions with more repeated measures covered a larger portion of the developmental 

trajectory. Previous research has indicated that the developmental trajectories of certain 

cognitive abilities may be better estimated when the information provided by the sample 

is as complete as possible at the region with greatest curvature (Mistler & Enders, 2012; 

Rhemtulla & Hancock, 2016). One of the reasons of the poor performance of the BLCS 
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model may be that the curvature of the trajectories is not sufficiently well captured with 

three repeated measures. An alternative would be to divide the complete time range of 

the study into three occasions. For example, if we are studying two processes from the 

ages 11 to 20, measurements could be taken at ages 11, 15.5 and 20, instead of 11, 12, 

and 13. Future research should examine the performance of the BLCS model under such 

sampling designs, and investigate whether using three repeated measures is feasible in 

such scenarios.   

Another aspect that requires further research is the inclusion of additional 

predictors or covariates in the stochastic BLCS. For example, it is possible to include 

time-invariant predictors affecting the initial conditions (e.g., sex, education, or socio–

economic status). Likewise, time-specific influences can be included to (at least partially) 

account for innovations that we have modelled here as innovation variances (e.g., 

increases or decreases in anxiety, or physical activity). There are several examples of the 

use of time-invariant and time-varying predictors in the LCS literature (e.g. Bodenmann 

et al., 2014; Ghisletta & Lindenberger, 2003; Hertzog et al., 2003; Snitz et al., 2015). In 

the presence of this type of predictors, the sampling conditions may become different 

from the ones reported in this study. 

As a final note, we evaluated the performance of the stochastic BLCS model with 

evenly spaced time intervals and without missing data. In this regard, we worked with 

optimal conditions that are not always found in applied research. For these reasons, we 

recommend a conservative interpretation of our findings and encourage researchers to use 

sampling conditions above the minimum requirements recommended in the present work. 
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Conclusion 

Individuals are often exposed to random events (i.e., random shocks) that influence their 

development over time, resulting in deviations from their expected trajectories. The 

deterministic BLCS model, which is widely used in developmental research, is not always 

capable of capturing the dynamics of the latent processes when the trajectories are 

affected by such random shocks. In contrast, the stochastic Bivariate Latent Change Score 

model includes innovations at the latent level to account for the impact of these shocks 

on the system, providing a more accurate representation of developmental processes. Our 

results suggest that, under the right sampling conditions, the stochastic BLCS model is 

able to detect latent innovations, distinguish them from other sources of variance, and 

provide reliable information about the latent dynamics. Based on our findings, researchers 

should note that: 

(1) The complete versions of deterministic and the stochastic specifications of the 

BLCS model are not tenable with 3 repeated measures if 500 participants or less 

are recruited. 

(2) When the latent trajectories are not affected by random shocks or innovations 

(or their impact is very small), both the deterministic and stochastic BLCS 

model require similar sampling conditions to recover the latent dynamics. When 

the impact of random shocks in the latent trajectories is medium or large, the 

stochastic model requires larger sample sizes.  

(3) We recommend using the deterministic BLCS model only when the researcher 

expects no (or little) impact of innovations in the latent processes, and the 

following minimum sampling requirements are met: 4 repeated measures and 

500 participants, 5 repeated measures and 200 participants, 7 repeated measures 

and 100 participants, or 10 repeated measures and 50 participants. 
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(4) If the researcher suspects that the trajectories are substantially affected by 

innovations, we recommend estimating the stochastic BLCS model with the 

following minimum sampling conditions: 5 repeated measures and 500 

participants, 7 repeated measures and 200 participants, or 10 repeated measures 

and 50 participants. 

We have shown that, under the right sampling conditions, both the deterministic 

and stochastic BLCS model are accurate and reliable tools for the recovery of dynamics 

in developmental data. Based on these findings, we encourage researchers to include 

stochastic innovations in their BLCS specification if they expect innovations to have an 

impact in the latent construct under study. We hope the findings in this study will help 

researchers on the design of future longitudinal studies, and will provide insight about 

the risks of using BLCS models under adverse sampling conditions. 
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Captions 

Table 1. Generating parameters. 

Figure 1. Expected trajectories (left panel), with measurement error only (middle panel), 

and with innovations only (right panel). 

Figure 2. Path diagram of a stochastic BLCS model. The parameters capturing dynamic 

error’s variances and covariance are highlighted in bold and red. 

Figure 3. Latent trajectories with proportions of variance due to innovations at t=2 of 0, 

.05, .15 and .25. 

Figure 4. Percentage of improper solutions across all conditions for the stochastic BLCS 

model.  

Figure 5. Bias of the self-feedbacks and couplings across all conditions. The population 

parameter values are βx = −.35, βy = −.25, γx = .1, and γy = .2. 

Figure 6. Standard deviation of the self-feedbacks and couplings across all conditions. 

The population parameter values are βx = −.35, βy = −.25, γx = .1, and γy = .2. 

Figure 7. Bias of the standard errors of self-feedbacks and couplings across all 

conditions. 
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