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A B S T R A C T

Hosting capacity (HC) describes the electricity network’s ability to accommodate distributed generation (DG) 
without deteriorating electrical performance indicators. Distribution system operators typically express their 
networks’ HC as a single threshold, called static hosting capacity (SHC). SHC is determined via conservative 
regulatory criteria, increasing connection costs and time. This paper explores the potential for additional energy 
injection into the network via dynamic hosting capacity (DHC). A network node’s DHC is derived from the hourly 
operation of the network, accounting for the time variability of existing distributed generation (DG) output and 
demand. The methodology considers the network assets’ N-1 contingencies and their probabilities, defining the 
security-aware DHC (SDHC). The SDHC definition is technologically neutral. Through a case study of a radial 
medium voltage distribution network, the paper highlights the significant limitations of SHC due to conservative 
calculation criteria mandated by regulators. Annual injectable energy is increased by 62% to 76% when 
comparing DHC to SHC. Variations between average DHC and SDHC are below 0.01% due to low N-1 proba
bilities. This finding points out the potential of dynamic hosting capacity definitions, allowing more efficient use 
of the existing network and facilitating the integration of new DG capacity with reduced connection costs and 
time.

1. Introduction

Significant additions of renewable energy sources (RES) into the 
distribution networks are expected over the following decades. The 
permitting process is one of the main bottlenecks for RES expansion, 
which is brought up frequently within the sector and is well-known by 
policymakers [1,2,3]. The electricity grid plays a significant role in 
integrating new RES generation [4]. Network congestion due to the 
increasing integration of distributed generation (DG) is already preva
lent in European distribution networks [5]. The grid’s capacity to inte
grate further generation or demand is denominated hosting capacity 
(HC). For the determination of a network node’s available HC, the 
impact of connecting a new unit on performance indicators such as 
power quality is considered [6]. The capacity of RES that can be con
nected to the node without exceeding the limit of the performance index 
is the HC [7].

The European Commission encourages the publication of available 
network HC to provide transparency to RES promoters and direct 
connection requests to areas with available grid capacity [8]. Several 

distribution system operators (DSOs) already provide this information in 
the form of lookup tables or interactive maps [9,10,11,12,13]. These 
available HCs commonly represent a static threshold determined via 
regulatory criteria. However, due to the conservative criteria for 
calculating the network’s HC, reinforcement requirements are often 
determined for assets that might only be used for a few hours per year 
[14]. This poses an unnecessary economic burden on connection seekers 
and increases connection times due to time-consuming network expan
sion works [8,15]. Flexibility mechanisms can be a valuable tool to 
reduce distribution network infrastructure investments [14]. One of 
those tools is flexible network access. Opposed to firm access, flexible 
network access allows for a more dynamic definition of the network 
capacity offered to a network user [8]. It represents the option for the 
DSO to define the network’s HC more dynamically to adjust to the 
operational reality of demand and RES generation fluctuations instead 
of calculating a static hosting capacity (SHC) threshold as currently 
performed by most DSOs [5,16]. Increasing advances in digitalisation 
already performed or foreseen for the near future allow for more mon
itorisation and a more dynamic operation of electricity distribution grids 
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[17]. A dynamic control of power injection according to the instanta
neous performance of the grid may be expected, enhancing the viability 
of applying a dynamic HC approach.

Distribution grid HC for integrating RES has been subject to studies 
for years [6,7,18]. The literature can be categorised according to two 
dimensions: i) how HC is defined, and ii) the quantification 
methodology.

The definitions of HC uncertainty, stochastic HC, and locational HC 
have been reviewed in [19]. However, the HC of modern power systems 
is of a dynamic nature due to changing load patterns and variable RES 
availability. Stochastic HC contemplates uncertainties influencing the 
network’s HC. Still, many stochastic HC evaluations define HC as a 
single threshold applied throughout the whole year [20]. A dynamic 
definition of HC can speed up the integration of RES into existing elec
tricity networks [21]. A typical Scottish network’s HC is evaluated for 
integrating wind energy via a deterministic and a dynamic probabilistic 
approach in [22]. The authors focus on determining the HC of the 
network as a whole rather than exploring the benefits of dynamic 
hosting capacity (DHC) over SHC. A weekly definition of DHC for inte
grating PV at a university building in Morocco is evaluated in [23]. The 
network node’s DHC is calculated in the first step, and the optimal PV 
generator’s size in the second step.

The HC of 17 real utility distribution feeders to integrate increasing 
penetrations of PV is evaluated via a genetic algorithm in [24]. HC is 
assessed via the Monte Carlo (MC) method based on maximum and 
minimum daytime load to express extreme operating scenarios. Final HC 
is determined via a conservative approach as the minimum of detected 
thresholds. A linear power flow algorithm for maximising a distribution 
network’s HC is proposed in [6]. HC is considered a static threshold for 
different sets of nodes of the IEEE 33-bus network with no existing DG. A 
computationally efficient methodology to determine a network’s SHC 
for integrating PV is proposed in [25]. The authors of [26] show via 
thermal models that implementing dynamic thermal transformer rating 
allows to connect PV capacity surpassing the rated transformer capacity. 
The benefits of a dynamic definition of HC for PV that allows for tem
porary violations of the network’s operational limits are evaluated via 
quasi-static time-series analysis in [27]. In the dynamic evaluation, HC 
is 60 % to 200 % higher than SHC for the worst-case moment of 
maximum PV-to-load ratio. However, the final HC results obtained from 
the dynamic evaluation are presented as a static threshold of PV 
capacity.

Based on the limitations defined on the literature review, this work 
contributes the following:

1. Evaluation of DHC over SHC: Literature focuses on different HC 
definitions for integrating a specific technology, i.e. PV or wind 
power. This work employs an approach similar to the results pre
sented in [23]. HC is evaluated from a network node’s point of view, 
independent of a generation unit’s size. The proposed methodology 
presents an approach to assess the benefits of dynamic hosting ca
pacity versus static hosting capacity, with the latter being deter
mined via conservative regulatory criteria currently applied in Spain, 
considered representative of common as-usual conservative criteria 
for SHC computations. DHC is subject to the operating conditions 
derived from RES and load which are represented as hourly curves to 
capture the variability throughout the year.

2. Technologically neutral evaluation of HC: Both SHC and DHC are 
calculated from a network perspective, i.e., technologically neutral, 
as DSOs require. This means that hosting capacity is presented as a 
network node’s HC rather than the HC for a specific generation 
technology under evaluation. The modelling of DHC accounts for the 
uncertainty of renewable energy availability by employing several 
sample years in a combinatorial analysis and the time variability of 
the demand throughout the year. DHC and SHC are compared in 
terms of energy injection into the network.

3. Definition of security-aware dynamic hosting capacity to ac
count for network contingencies’ probabilities impact on DHC: 
The model includes an evaluation of the impact of contingency 
considerations for a holistic comparison with existing regulations. 
DHC is assessed one by one for all network assets’ N-1 failures. The 
network nodes’ security-aware dynamic hosting capacity is intro
duced. It is derived by determining the DHC for each N-1 contin
gency, accounting for the respective probability of occurrence of the 
N-1 contingency scenario. It is presented as an hourly annual curve 
instead of a single threshold, allowing RES promoters to plan their 
investment optimally.

The rest of the paper is organised as follows: the modelling meth
odology of SHC, DHC and SDHC is presented in 2, and the case study 
design, including model inputs, is presented in 3. Section 4 presents the 
results of the case study on the benefits of SDHC over SHC. Section 5
concludes the paper.

2. Methodology

This work assesses the benefits of a flexible definition of nodal HC 
that accounts for realistic operating conditions resulting from the vari
ability of RES and load throughout the year. The results of the analysis 
are limited to the node under evaluation, similar to hosting capacities 
published by DSOs [9,10,11,12,13]. The following definitions of 
different HC concepts are employed throughout this paper:

• Static hosting capacity (SHC): single HC threshold derived via 
conservative criteria of minimum load and maximum availability of 
existing generation.

• Dynamic hosting capacity (DHC): hourly curve of HC accounting 
for operating results based on load and existing generation profiles.

• Security-aware hosting capacity (SDHC): hourly curve of HC ac
counting for DHC under N-1 contingencies of all normally closed 
network elements and their probabilities of occurrence.

Fig. 1 summarises the methodology for obtaining HC in its different 
definitions. Network reconfigurations r are employed to account for N-1 
contingencies of the network assets compared to normal operating 
conditions N, while hours h convert HC from a static threshold to a 
dynamic definition.

A network node’s hosting capacity is determined as the maximum 
injectable active power. The nodal maximum injectable energy is ob
tained via optimal power-flow (OPF) analysis to ensure that operational 
security limits are not violated. Secure network operation is guaranteed 
via thermal line limits and maximum voltage deviations. Note that 
although voltage regulation mechanisms such as tap changers and 
inverter controls may provide additional value to implementing a DHC 
approach, they have been excluded from the study since not all distri
bution grid zones may be able to resort to these devices. Consequently, 
the results shown are conservative and focus on the impact of RES and 
load variability alone.

The OPF’s objective function seeks the minimisation of system costs. 
Hence, ascending cost signals are employed to ensure the merit order 
within the network. This will not result in an economic dispatch of the 
system components but is used to ensure that the cost minimisation al
gorithm does not curtail preexisting generators or load to increase HC. 
Cost signals rank the merit order as follows:

1. Existing generation capacity: preexisting generators in the 
network must not be curtailed to inject more energy at the node 
under HC evaluation.

2. HC evaluation node: energy injected at the HC evaluation node.
3. Import from the external grid: electricity imports from the up

stream network to cover local demand.
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4. Energy non-served: load curtailments represent a last-resort 
mechanism to ensure the safe operation of the network within se
curity limits.

Furthermore, some countries’ regulations require the evaluation of 
HC accounting for short-circuit currents. For example, Spanish regula
tion defines the short-circuit ratio (SCR) for each distribution network 
node as [28] presented in Eq. (1), where Scc represents three-phase 
short-circuit power, and PMPEi is the capacity of all N generation units 
connected at the node under analysis. SCR considerations are limited to 
the static evaluation under normal operating network configuration. 
Dynamic SCR due to different reconfigurations and varying demand/ 
generation patterns are out of the scope of this work. 

SCR =
Scc

∑N
i PMPEi

(1) 

The result of the optimisation represents nodal HC. Different 
network nodes are evaluated in this study to obtain a broader under
standing of SHC, DHC and SDHC. In this section, the criteria for the 
calculation of the different hosting capacities are described. SHC is 
calculated according to the regulatory requirements described in 2.1, 
and DHC modelling is described in 2.2. SDHC modelling is described in 
2.3.

2.1. Static hosting capacity according to regulatory requirements

A node’s SHC is the maximum injectable energy for the reference 
scenario without violating the operational security limits. Static hosting 

capacity is evaluated based on peak generation and valley load to 
guarantee the available HC at all hours. As for considerations of network 
unavailability, worst-case SHC is assessed under N-1 contingency con
ditions. SHC under N-1 contingencies is evaluated, including network 
reconfigurations to ensure service availability in case of asset failure. 
Dynamic network reconfiguration (DNR) is considered according to 
[29]. The multi-objective, multi-period DNR model aims to optimise the 
network topology by minimising the overall operation cost of a distri
bution system. The objective function considers the cost components 
outlined in [29]: i) Network power losses, and ii) Costs associated with 
lines and transformers overloading, and bus voltage violations. The DNR 
objective function is subject to four groups of constraints: power bal
ance, power flow limits, switching operations, and topological con
straints such as radiality. In this work, the employment of DNR is limited 
to the reconfiguration after asset failures and not as a HC enhancement 
technology to guarantee that the conclusions obtained result from the 
variability of RES and load.

SHC results are assessed for normal operating conditions (SHC N) 
and asset contingencies (SHC N-1).

2.2. Dynamic hosting capacity

Dynamic hosting capacity (DHC) is evaluated as the maximum 
hourly injectable energy without violating the operational security 
limits. The evaluated energy injection does not follow a PV or wind 
generation profile but is modelled as an infinite generator available at 
maximum capacity throughout all hours of the year. This allows to 
determine the technologically neutral maximum injectable energy from 
a grid perspective, maintaining operative security limits. The 

Fig. 1. Model flowchart for obtaining HC.
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determined DHC can then be used optimally by installations of different 
technologies (e.g. PV, wind, batteries), including hybridisation. RES 
uncertainty in the model refers to the output of preexisting generation 
units. Various yearly conditions of PV and wind resource availability are 
identified and employed combinatorically, i.e. every sample year of PV 
availability is evaluated against every sample year of wind availability 
due to often low correlations between PV and wind availability 
[30,31,32]. All preexisting generators are granted priority over the new 
generator under evaluation, i.e. HC cannot be enhanced by curtailing 
existing generation capacity (see merit order in 2).

Similar to SHC, DHC for normal operating conditions (DHC N) is 
contrasted with available DHC in the case of asset failures (DHC N-1). N- 
1 contingencies are modelled including network reconfigurations to 
ensure service availability in case of asset failure [29]. DHC N-1 is 
defined hour by hour as the minimum HC obtained from computing all 
N-1 contingencies.

2.3. Security-aware dynamic hosting capacity

Security-aware dynamic hosting capacity is defined as the network 
node’s DHC accounting for N-1 contingencies and their probabilities. 
Instead of defining HC as the deterministic minimum value obtained 
throughout contingency operation, SDHC accounts for the failure 
probabilities of network assets. Similar to DHC, it represents an hourly 
curve for each node. SDHC assessment does not consider the mean time 
to failure of network assets. Instead, the optimal network configurations 
corresponding to N-1 contingency scenarios are simulated for each 
combination of yearly conditions. N-1 contingency HC is defined via 
DHC N-1 obtained for each network asset as described in 2.2.

Eq. (2) details the calculation of SDHC, where h represents the hour 
of the year,j represents the number of network assets accounted for 
SDHC calculation (i.e. all normally closed lines and transformers), and i 
indexes the network component under N-1 contingency.FOR represents 
the forced outage rate of the normally closed network assets. 

SDHCh =DHCN
h

[
∏N

j=1

(
1 − FORj

)
]

+
∑

i∈ΩN− 1

DHCN− 1
h,i *FORi*

⎡

⎢
⎢
⎢
⎢
⎣

∏N

j=1

j∕=i

(
1 − FORj

)

⎤

⎥
⎥
⎥
⎥
⎦

(2) 

3. Case study design

The modelling methodology is implemented in MATPOWER 7.1, 
employing the MATPOWER Interior Point Solver (MIPS) [33]. This 
section proceeds to present the distribution network employed for the 
case study (3.1) and details the input profiles for both load and existing 
RES generation (3.2), as well as the forced outage rate assumptions for 
N-1 modelling (3.3).

3.1. CIGRE benchmark network

Nodal HC is assessed with the CIGRE MV network with DER 
[34,35,36]. This radial benchmark distribution system operates at 20 kV 
(Fig. 2) and accounts for two downstream low voltage (LV) networks at 
nodes 1 and 12. This work defines security operating criteria according 
to the Spanish regulation. For this, thermal line limits are set to 70 % of a 
line’s maximum capacity and maximum voltage deviations are limited 
to ± 7 % [37]. These limits align with UNE-EN 50,160 and are to be 
maintained during all static and dynamic hosting capacity scenarios. 
According to Spanish regulation, the specifications for HC assessment 
define that the SCR for each distribution network node must be greater 
than or equal to 6 [37]. These limits are applied to the CIGRE MV 
benchmark network.

Three sample nodes are selected for hosting capacity evaluation. The 
nodes are highlighted in yellow in Fig. 2. Node 3 is selected due to its 
proximity to the external grid, node 5 due to its location downstream in 
feeder 1, and node 14 due to its location in feeder 2.

N-1 contingencies are modelled under consideration of network 
reconfiguration using switches S1-S3 (Fig. 2). Failures of every normally 

Fig. 2. Line diagram of the network.
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closed line (L0 to L11) and both transformers are considered. Network 
reconfiguration is obtained via optimisation as in [29], and the results 
are annexed in Table 14.

3.2. Generation and load

3.2.1. Static reference scenario
The scenario for the calculation of SHC is determined according to 

Spanish regulation. Spanish DSOs are to evaluate the hosting capacity of 
their networks according to a reference scenario defined in regulation 
[28]. The scenario hypotheses are:

• Minimum demand: this demand is defined as 55 % of peak demand 
but can be substituted with minimum simultaneous system demand 
if sufficient data is available.

• Maximum RES availability: all generators connected to the grid 
and with permissions for connection granted are to be considered. At 
the node at which hosting capacity is evaluated, generators are 
considered at 100 % of their granted access capacity. At all other 
network nodes, generators are considered at 90 % of their granted 
access capacity.

3.2.2. Hourly load
Hourly load pu curves are extracted from the Spanish transparency 

platform ESIOS [38]. Residential load is assumed to follow the low 
voltage load curves, while commercial demand is assumed to follow the 
tariff category 6.1A, representing MV consumers [39]. Hourly curves are 
evaluated from 2015 to 2021 to determine the years with the greatest 
difference. A correlation analysis of the pre-crisis years shows no sig
nificant deviations in demand profiles throughout most of the years. 
Consequently, the pre-crisis year of 2019 is selected for load profiles. 
Furthermore, 2017 shows a seasonal variation from 2019 (Table 6) and 
is included in the analysis. Additionally, the load curves of 2021 are 
included in this analysis to account for the energy crisis years.

3.2.3. Hourly RES generation
The impact of RES generation uncertainty on HC is one of the key 

parameters to consider. Hence, several input profiles are selected to 
analyse the effect of RES stochasticity on the network’s DHC. All curves 
represent RES availability in Almería, Spain and are derived from 
[40,41]. PV and wind curves evaluated for model input range from 2010 
to 2022. In this work, RES variability is modelled via a combinatorial 
analysis of PV and wind generation profiles. Consequently, the 12 years 
of data on resource availability would lead to 144 RES years to model, 
leading to a total of 432 years due to the assessment of three load profile 
years. Due to the computational complexity of this issue, the amount of 
years to sample is reduced. Reducing the number of input curves is 
required for computational feasibility, as this analysis is carried out as a 
combinatorial analysis. The reduction of time series data is common in 
the literature [42]. The methodology for selecting sample years in this 
case study is not a novel contribution. It is chosen to select the sample 
years with a maximum variety. Thus, it allows to reduce computational 
effort while accounting for the variability of RES resource availability. In 
all cases, a very low correlation between solar and wind availability was 
observed (see Table 7 in the Annex).

As for PV, there is no significant variation throughout the years. The 
annexed Table 8 shows the correlations of the PV availabilities 
throughout the years 2010 to 2022. The lowest correlation is of 0.90. 
Hence, this metric is considered insufficient for selecting the study’s 
sample years. Instead, years are selected based on the annual equivalent 
hours of the resource availability (Table 9). The years selected represent:

• High annual equivalent hours (2029 h in 2019)
• Medium annual equivalent hours (1972 h in 2016)
• Low annual equivalent hours (1911 h in 2010)

For wind, the correlation analysis points out the randomness of 
resource availability (Table 10). Hence, a multi-criterion evaluation is 
carried out to reduce the sample years of wind resource availability. 
Criteria are annual equivalent hours (Table 11), average capacity factor 
(CF) per month of the year to express seasonality (Table 13), and 
average CF per hour of day (Table 13). The analysis allows to reduce the 
input profiles to six sample years, as explained in Table 1. As a result of 
the selection of sample years, DHC is derived from a combinatorial 
analysis of 3 load * 3 PV * 6 wind = 54 sample years instead of 432.

3.3. Network asset forced outage rates

For the computation of N-1 contingencies, the components’ forced 
outage rates (FORs) are calculated. These FORs of the system compo
nents represent the probability of each N-1 contingency to happen. The 
probabilities are then applied to calculate the security-aware DHC.

Component failure rates are assumed to be of typical orders of 
magnitudes [43]. Table 2 shows an overview of the failure rate and the 
mean time to repair (MTTR) for overhead lines (OHL), cables and 
transformers.

These failure rates and the MTTR are applied to all normally closed 
network elements. Table 3 shows the resulting forced outage rates 
(FORs). The highest FOR is that of L1, with 0.057 %.

Table 1 
Multi-criterion selection of wind resource sample years.

Year 
selected

Criteria

Y2014 Average annual equivalent hours; low CF at night, high CF during the 
afternoon; high CF in first months of the year

Y2015 Lowest annual equivalent hours
Y2016 Negative correlations with all years from 2018 onwards
Y2018 Highest monthly CF detected (March & April)
Y2021 Highest annual equivalent hours; high CF during night hours
Y2022 Low overall correlation with other years

Table 3 
Forced outage rates of system components.

Element Name Type Length (km) FOR

L0 Line 1–2 Cable 2.82 0.036 %
L1 Line 2–3 Cable 4.42 0.057 %
L2 Line 3–4 Cable 0.61 0.008 %
L3 Line 4–5 Cable 0.56 0.007 %
L4 Line 5–6 Cable 1.54 0.020 %
L5 Line 7–8 Cable 1.67 0.021 %
L6 Line 8–9 Cable 0.32 0.004 %
L7 Line 9–10 Cable 0.77 0.010 %
L8 Line 10–11 Cable 0.33 0.004 %
L9 Line 3–8 Cable 1.3 0.017 %
L10 Line 12–13 OHL 4.89 0.036 %
L11 Line 13–14 OHL 2.99 0.022 %
T0 Transformer 0–1 25 MVA − 0.018 %
T1 Transformer 0–12 25 MVA − 0.018 %

Table 2 
Component failure rates [43].

Component Failure rate λ (per circuit mile and year) MTTR (h)

OHL 0.1 4
Cable 0.07 10
Transformer 0.04 40
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4. Case study results

4.1. Static hosting capacity

As a first step of nodal HC assessment, SHC is determined according 
to the regulatory reference methodology. SHC is calculated for the 
reference scenario (section 2.1) under normal operating conditions (N), 
under N-1 contingencies, and according to the short-circuit ratio limi
tation. The minimum system demand of 13.7 MVA is detected on the 3rd 
of April of 2021 at 3 am, with commercial and residential loads at 30 % 
of their contracted capacity [34].

Fig. 3 shows an example of SHC determination under N-1 contin
gencies at node 5. The SHC for each contingency is compared to the 
reference scenario’s SHC without contingency. The failure of lines 
connecting nodes 3 and 5 (L2 and L3) reduces the connectivity from 
node 5 with the rest of the network, reducing available HC. A failure in 
L9 has the same effect. Furthermore, failures affecting any line between 
L2 and L5 lead to the closure of S2. This is significant in the N-1 con
tingency scenario of L5, as it leads to a power flow from the wind farm 
towards the HC evaluation node, decreasing hosting capacity due to the 
priority of existing generation capacity. The smallest SHC at node 5 
under N-1 contingency is 2.51 MW at a failure of L5.

Table 4 summarises the findings for the three nodes under evalua
tion. The N-1 criterion is the most limiting criterion at all of the nodes. 
This is hardly visible for node 3 but significantly reduces the SHC 
determined at nodes 5 and 14. As a result, the connection of new gen
eration capacity to these network nodes is limited due to contingency 
considerations with minor FORs. At node 5, the minimum SHC is 
determined for the N-1 contingency at L5, as described above. At node 
14, the N-1 contingency at L11 reduces the connectivity of node 14 and 
the residential demand feeder located at node 12, resulting in a SHC 
reduction of 2.02 MW from the 4.90 MW of SHC under normal operating 
conditions N.

Relaxing the SHC evaluation to normal operating conditions allows 
for + 30 % of injectable energy at node 5. At node 14, the additional 
injectable energy under SHC N compared to SHC N-1 is significant due to 
the magnitude of the reduction of SHC pointed out above. Compared to 
the restrictive SHC limited by contingency considerations at L11, SHC 
under normal operating conditions increases the injectable energy at 
node 14 by as much as 70 %. This finding underlines the value of 
introducing flexibility to be activated in low-probability events, i.e. 
relaxing the contingency consideration criterion for SHC assessment.

4.2. Dynamic hosting capacity under normal operating conditions

After determining the SHC according to Spanish regulation, the 
network nodes’ DHC is determined. The 18 years of hourly maximum 
injectable energy at the HC evaluation bus are evaluated as a load 
duration curve and compared to the SHC thresholds derived from 
regulation. For the sake of brevity, the analysis is carried out exemplary 
for one of the nodes under evaluation and compared to the other two 
nodes afterwards.

Fig. 4 presents the exemplary DHC load duration curves over the 54 
sample years for node 5. DHC is compared to the different SHC thresh
olds according to the regulatory criteria. The figure shows the deviation 
between SHC N and the most restrictive SHC N-1 result mentioned 
previously (Table 4). Furthermore, the threshold derived from the short- 
circuit ratio is included in the figure. The filled blue area in Fig. 4 rep
resents the maximum additional injectable energy in the case of DHC 
compared to the N-1 contingency SHC. The filled area represents an 
annual average of 67 % of injectable energy compared to the allowed 
injection under the N-1 restricted SHC.

Fig. 5 presents an analysis of DHC at node 5 throughout the hours of 
the day. This analysis is carried out to evaluate the dependence of HC 
and the input profiles. Hourly HC outputs of all 54 sample years are 
included in the boxplots. The figure points out that node 5 HC shows two 
peaks that coincide with the demand peaks of the Spanish electricity 
system, which does not vary throughout the sample years. The influence 
of the varying RES input profiles is not noticeable. The correlation be
tween hourly hosting capacity and residential load is 0.99 at node 5. The 
correlations with RES profiles are insignificant: below 0.05 with wind 
and 0.35 with PV. The latter is influenced by the PV output peak coin
ciding with the central hours of the day when residential demand also 
peaks from 10:00 to 15:00.

Table 5 provides an overview of DHC under normal operating con
ditions N at the three nodes under analysis. DHC at all nodes is above the 
SHC threshold defined according to regulatory requirements, as indi
cated by the DHC N range in Table 5. DHC at node 14 shows a smaller 
range (4.64 MW to 5.2 MW) than the other nodes. Throughout the 54 
sample years, DHC at node 14 is below SHC N for 83 h (0.018 %). At the 
other nodes, DHC is always above the regulatory reference scenario SHC 
N, pointing out the conservative assumptions of minimum load and 

Fig. 3. SHC under N-1 contingencies for HC evaluation at node 5.

Table 4 
SHC thresholds (MW) for each criterion of regulatory evaluation.

Node 3 Node 5 Node 14

SHC N 3.25 3.26 4.90
SHC N-1 3.25 2.51 2.87
SCR 6.47 5.88 7.95
Limiting criterion N-1 (L9) N-1 (L5) N-1 (L11)
Increase N vs N-1 0.13 % +30 % +70 %

Fig. 4. Node 5 DHC load duration curve.

Fig. 5. Node 5 HC according to the hour of the day.
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maximum generation required for the reference scenario (2.1). DHC at 
node 5 ranges from 3.33 to 4.78 MW, while DHC at node 3 shows a 
significantly larger range (3.32 to the SCR cap of 6.47 MW). Node 3 is 
the only node where the SCR criterion limits DHC under normal oper
ating conditions. The upstream location of node 3 close to the trans
former station with a connected LV network increases the injectable 
energy. Node 14 is located in feeder 2, with no RES generation, resulting 
in HC depending on demand curves only, with a lower variability 
throughout the year. However, the increase from SHC to DHC is espe
cially noticeable at node 14 due to the restrictive N-1 SHC result dis
cussed in 4.1.

The evaluation of the impact of the input profiles on DHC results 
gives different results for the three nodes. At node 3, DHC depends on 
the residential load profile and the wind farm’s energy output. The 
correlation with the wind profile is strongly negative (− 0.7), indicating 
that HC at node 3 is reduced whenever the wind generator at node 7 
injects energy into the network. This is explained by the location of the 
wind turbine in the network, which is relatively close to node 3. Power 
flow from the wind generator flows from node 7 to node 8, limiting the 
capacity of power flowing from node HC evaluation node 3 towards 
node 8. Furthermore, the correlations with load are positive, indicating 
that hours of high demand allow for a higher energy injection at network 
node 3. Correlations are higher with residential load (~0.6 to 0.7, 
depending on the load year) than commercial load (~0.4 to 0.5) due to 
residential load representing a higher share of network load. HC at node 
14 again shows high correlations with load profiles. At this node, the 
commercial load profile has a higher impact on HC (correlation of > 0.9) 
than the residential load (~0.65 to 0.8, depending on the load year) due 
to the location of commercial loads at nodes 13 and 14. Injection at bus 
14 allows for a decrease in imports from the upstream network to cover 
these loads. RES profiles do not impact DHC at node 14, as no generation 
capacity is located in feeder 2.

Furthermore, Table 5 includes the average annual injectable energy 
from the most restrictive SHC to DHC (represented as filled blue area in 
Fig. 4). The annual average is obtained by dividing the total additional 

injectable energy by 54 sample years. It is presented in MWh and as a 
percentual increase compared to the most restrictive SHC criterion. The 
lowest available additional injectable energy is of 62 % at node 3, rep
resenting a significant increase compared to the SHC. This additional 
injectable energy reaches as much as 76 % at node 14, where regulatory 
SHC is severely limited due to the N-1 contingency considerations.

4.3. Dynamic hosting capacity under N-1 contingencies

In the first step of the contingency analysis, DHC under N-1 contin
gencies is assessed individually for each N-1 contingency. The analysis 
evaluates the distribution functions of the 54 sample years of DHC for 
each contingency. Fig. 6 represents the cumulative distribution func
tions (CDFs) of DHC under N-1 contingencies for the three nodes under 
analysis. The CDF under normal operating conditions N is included. At 
node 3, N-1 failures in lines L0, L1 and L9 have a decreasing effect on the 
DHC, shifting the CDF towards the left. A failure in L0 or L1 results in the 
unavailability of node 3 to supply the demand in node 1, which repre
sents loads of an entire LV system connected downstream of the MV grid. 
A contingency in L9 affects the downstream power flow from the node 
under HC consideration. Contingencies on feeder 2 (L10, L11, T1) have 
an increasing effect on DHC at node 3 due to the closure of S1 in these 
contingencies. This allows the supply of additional loads on feeder 2 via 
energy injection at node 3. The same is the case under the contingency of 
T0. The CDFs of both transformer contingencies show that energy in
jection is at the SCR limit during all hours. However, it should be noted 
that failures of the transformer stations lead to a significant amount of 
non-served energy despite increasing DHC at node 3. The remaining 
contingencies do not affect the DHC at node 3.

At node 5, no N-1 contingency leads to an increase in DHC. Con
tingencies in lines L2 to L5 lead to a decrease in HC. The maximum shift 
of the CDF to the left is observed at L3, followed by L5. Failures affecting 
any line between L2 and L5 lead to the closure of S2. This is significant in 
the N-1 contingency scenario of L5, as it leads to a power flow from the 
wind turbine towards node 5, decreasing hosting capacity due to the 

Table 5 
Comparison of DHC results of nodes 3, 5 and 14 under normal operating conditions.

Node 3 Node 5 Node 14

DHC range (N) 3.32 MW to 6.47 MW 3.33 to 4.78 MW 4.62 MW to 5.2 MW
Influent pu profiles Residential load, wind Residential load Commercial load
Add. Energy/yr(DHC vs SHC N-1) +62 % +67 % +76 %
Add. Energy/yr(DHC N-1 vs SHC N-1) +34 % +19 % +27 %

Fig. 6. Cumulative distribution functions of DHC under N-1 contingencies.
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priority of existing generation capacity. The remaining contingencies do 
not affect the DHC at node 5.

At node 14, DHC increases at contingencies in L0 and L1 are signif
icant. This is due to the closure of S1, allowing to supply the loads at 
feeder 1 via injecting energy at node 14. The same effect is observed in 
the case of a contingency at L9, although the increase is lower than in the 
case of L0 and L1. Similar to the observations at node 3, contingencies at 
the transformer stations increase the injectable energy at node 14 at the 
expense of significant amounts of non-served energy. The CDFs for both 
transformer contingencies are at the SCR during almost all hours. Con
tingencies located at feeder 2 (L10 and L11) reduce the connection of 
node 14 from the downstream LV network located at node 12, reducing 
hosting capacity under these contingencies. The remaining contin
gencies do not affect the DHC at node 14.

Table 5 includes information on the additional injectable energy for 
DHC N-1, derived from the least favourable N-1 HC for each hour of the 
year. The annual additional injectable energy is 34 % at node 3, 19 % at 
node 5, and 27 % at node 14. These percentages are based on the min
imum N-1 contingency DHC result for each hour of the year, dis
respecting the low probabilities of occurrence of these contingencies 
(Table 3).

4.4. Security-aware dynamic hosting capacity

DHC results are evaluated under N-1 contingencies to obtain 
security-aware DHC. The SDHC is obtained by computing Eq. (2) with 
the FORs of each N-1 contingency (Table 3). Fig. 7 presents the annual 
SDHC for each node under evaluation. Furthermore, the N-1 range in
dicates the minimum and maximum hosting capacity under contin
gencies detected for each hour of the year. The dashed line represents 
the regulatory SHC (section 4.1). The 54 sample years are reduced to 
8760 h by assigning each year equal weight.

The figure points out that, at nodes 3 and 14, maximum energy in
jections are limited by the short circuit ratio (SCR) threshold. SDHC at 
node 3 reaches the maximum SCR threshold several times throughout 
the year, while at node 14, only N-1 contingencies activate the SCR 
injection limit. All minimum SDHC values are above the threshold of 
SHC determined according to regulation.

The SDHC of node 3 shows the highest variability due to the negative 
correlation with the wind resource. Contrarily, the SDHC at node 14 
shows the lowest variability throughout the year due to the high cor
relation with the commercial load profile and the lack of correlation 
with RES generation profiles. At node 5, the SDHC is at the upper bound 

of the N-1 range. N-1 contingencies only lower DHC at this node, as 
shown in Fig. 6.

Fig. 8 compares the annual injectable energy at each HC evaluation 
node. SHC under N-1 restrictions, SHC under normal operating condi
tions N, most limiting N-1 DHC, DHC under normal operating condi
tions, and SDHC are compared. The DHC N-1 data refers to the lowest 
line of the DHC range shown in Fig. 7. The energy injection in the SHC N- 
1 case is used as a baseline (100 %). The figure points out the potential of 
relaxing the N-1 contingency criteria for calculating SHC (see section 
4.1). Furthermore, the figure points out the significant increase in 
injectable energy when comparing DHC to SHC (see section 4.2). Even 
the deterministic consideration of hourly worst-case N-1 DHC leads to an 
increase of annual injectable energy of at least 19 %. Due to the low 
values of FOR, SDHC does not show a significant variation from DHC. 
The variation is below 0.1 % at all three HC evaluation nodes. Conse
quently, compared to the N-1 restricted SHC, SDHC allows for an 
additional injectable energy of 62 %, 67 %, and 76 % at nodes 3, 5 and 
14, respectively (i.e. the same values observed for DHC, Table 5). These 
values point out that, despite the N-1 range showing noticeable de
viations from SDHC (Fig. 7), N-1 contingencies do not significantly 
affect DHC due to low FORs.

Fig. 7. Security-aware annual DHC.

Fig. 8. Relative injectable energy – SHC, DHC and SDHC.
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5. Conclusions

This paper presents an analysis of a distribution network’s security- 
aware dynamic hosting capacity under the uncertainty of RES genera
tion profiles considering N-1 network contingencies. SDHC introduces a 
concept of dynamic hosting capacity accounting for N-1 asset contin
gencies and their probabilities. Dynamic hosting capacity allows to 
assess a network node’s capacity for additional energy injection based 
on hourly values of demand and generation capacity instead of a static 
threshold derived via conservative operative assumptions. Hourly SDHC 
throughout the year is compared to the static hosting capacity threshold 
calculated according to Spanish regulatory requirements. The analysis is 
carried out for three different nodes of the CIGRE benchmark MV grid. 
Node 3 is selected due to its proximity to the external grid, node 5 due to 
its location downstream in feeder 1, and node 14 due to its location in 
feeder 2.

The evaluation of SHC shows that the regulatory requirement for 
considering N-1 network contingencies translates to a significant 
reduction of available HC despite forced outage rates of below 0.06 %. 
Consequently, DSOs are required to severely limit connections to their 
network based on considerations that are very unlikely to happen. 
Relaxing the contingency criteria for evaluating a network’s hosting 
capacity could significantly increase the available HC of current elec
tricity distribution grids. This study finds increases in annual injectable 
energy of up to 70 % when relaxing the N-1 contingency criterion, i.e. 
implementing low-probability event flexibility. This finding is based on 
the consideration of SHC according to conservative requirements 
without allowing for a more dynamic definition of hosting capacity.

The benefits of DHC are evaluated as hourly DHC over 54 sample 
years of different PV and wind generation profile years as well as load, 
obtained via a combinatorial analysis of three PV profiles and six wind 
profiles. Wind profiles are considered with a higher amount of sample 
years due to the randomness of the resource. A comparison of DHC with 
SHC under normal operating conditions shows that DHC falls below SHC 
thresholds only at node 14 and only during 0.018 % of the hours 
considered in the analysis. This observation points out the conservative 
assumptions of the regulatory reference scenario for evaluating SHC 
(close to maximum generation and minimum system demand).

The hourly computation of N-1 network asset failures’ impact on 
DHC leads to the definition of the N-1 range. Even the worst-case DHC, 
that is the minimum hourly N-1 DHC, leads to an increase of annual 
injectable energy of at least 19 % when compared to N-1 SHC.

This paper defines the concept of security-aware dynamic hosting 
capacity as DHC accounting for the network’s N-1 contingencies and 
their FORs. The evaluation of SDHC shows that some contingencies may 
even temporarily increase a network node’s HC. However, due to low 
FORs, the variation of SDHC from average DHC under normal operating 
conditions is below 0.01 % of annual injectable energy. The analysis of 
N-1 contingencies and their probabilities highlights the conservative 
regulatory requirements for evaluating distribution network hosting 
capacity. A dynamic definition of hosting capacity instead of imposing 
restrictive N-1 SHC thresholds due to low contingency probabilities al
lows injecting significant additional energy into existing distribution 
networks without requiring reinforcement. This additional injectable 

energy under SDHC ranges from 62 % to 78 %.
Dynamic hosting capacity represents a valuable tool for an efficient 

electricity network integration of RES. It is especially relevant in the 
context of high connection times due to permitting associated with 
network reinforcement processes derived from conservative grid oper
ating assumptions. This work contributes a methodology for the evalu
ation of DHC and the impact of N-1 contingencies on available DHC. The 
methodology is generalisable to other networks to evaluate the impact 
of asset FOR on DHC. For doing so, asset failure rate and MTTRmust be 
provided together with N-1 contingency configurations. Future research 
should evaluate the utility of the additional available injectable energy 
under SDHC for different RES technologies and their associated gener
ation profile. Furthermore, allocating SDHC to a connection seeker re
quires transparency regarding curtailment probabilities and procedures. 
Different forms of flexible connection agreements should be investigated 
to foster the utilisation of the available hosting capacity of existing 
networks via SDHC.
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Appendix. Load sample year selection

Table 6 
Average residential load (pu) per month of the year.

PV and wind pu sample year selection.

Table 7 
Annual correlations of PV and wind availability.

Y2010 Y2011 Y2012 Y2013 Y2014 Y2015 Y2016 Y2017 Y2018 Y2019 Y2020 Y2021 Y2022

CORREL (PV,wind) 0.00 − 0.03 − 0.02 − 0.02 − 0.04 − 0.01 0.01 − 0.03 − 0.02 − 0.05 − 0.02 − 0.06 − 0.03

Table 8 
Correlations of PV availability between different years considered in the study.

Table 9 
Equivalent hours of solar PV availability.

Y2010 Y2011 Y2012 Y2013 Y2014 Y2015 Y2016 Y2017 Y2018 Y2019 Y2020 Y2021 Y2022

Eq. hours 1911 1949 2007 2007 2020 1989 1972 2017 1959 2029 1967 1951 1899
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Table 10 
Correlations of wind availability between different years considered in the study.

Table 11 
Equivalent hours of wind availability.

Table 12 
Average wind capacity factor per month of the year.
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Table 13 
Average wind capacity factor per hour of the day.

Network reconfiguration.

Table 14 
N-1 contingency reconfigurations (Line: failure element, column: state of each element in case of failure).
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