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Extended interval goal programming
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This paper focuses on possible problems associated with the use of penalty functions in Goal Programming (GP). In this
sense we illustrate, with the help of numerical examples, how an assumption of separability amongst decision maker’s
preferences which underlies these approaches, can produce in the corresponding GP models extremely biased results
towards certain goals. A new GP variant is proposed to overcome this type of problem.
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Charnes and Collomb,1 and Ignizio2 introduced Interval

Goal Programming (IGP). Later, this approach was devel-

oped by approximating the piecewise linear function that

represents the penalty scale as a continuous function.3,4

Kvanli5 suggested an extension of GIP based upon penalty

functions. Such an extension attempts to minimise the

weighted sum of unwanted deviational variables from a

specified set of intervals. Several authors have proposed

technical improvements and refinements of Kvanli’s

approach. Among others, Tamiz and Jones,6 and Jones

and Tamiz7 have proposed the most efficient method from

a computational point of view. An additional advantage to

this approach is that it can model preferences not only in

increasing penalty scenarios but also in decreasing penalty,

and in discontinuity preference scenarios.

However in each of these approaches, as in other closely

related methodologies such as satisfaction functions,8 there

is a separability assumption underlying the decision-

maker’s preferences. The separability assumption can

produce extremely biased results towards some of the

goals, what can lead to unacceptable solutions by the

decision-maker. The purpose of this paper is to clarify

this problem by offering several modelling solutions

capable of resolving this type of problem.

To illustrate our argument, the following slightly modi-

fied example used by Romero9 is adopted. Let us consider a

decision-making problem with the following goals and

constraints:

ðg1Þ 3x1 þ 2:5x2 þ 2:5x3 þ n1 � p1 ¼ 100

ðg2Þ 4x1 þ 3x2 þ 3:5x3 þ n2 � p2 ¼ 100

ðg3Þ 3:5x1 þ 5x2 þ 3:5x3 þ n3 � p3 ¼ 100

x2 þ x3 5 10

x2 5 4

x5 0 n5 0 p5 0

The above goals have been normalised by multiplying

the initial goals by 100 and then dividing the equation by

the right-hand side coefficient so the deviational variables

measure percentages. In this way, all normalising problems

are avoided, in the example the following penalty scale is

assumed:

These penalty scales imply the inclusion of functions of

the type shown in Figures 1 and 2.

The above three-sided penalty functions can be built in

a weighted GP model according to the Jones and Tamiz7

formulation:

Objective function:

min n1 þ ð2 � 1Þn2 þ p3 þ ð2 � 1Þp4 þ p5 þ ð2 � 1Þp6

subject to

3x1 þ 2:5x2 þ 2:5x3 þ n1 � p1 ¼ 100

3x1 þ 2:5x2 þ 2:5x3 þ n2 � p2 ¼ 90

4x1 þ 3x2 þ 3:5x3 þ n3 � p3 ¼ 110

4x1 þ 3x2 þ 3:5x3 þ n4 � p4 ¼ 120

3:5x1 þ 5x2 þ 3:5x3 þ n5 � p5 ¼ 110

3:5x1 þ 5x2 þ 3:5x3 þ n6 � p6 ¼ 120

ð1Þ

x2 þ x3 5 10

x2 5 4

x5 0 n5 0 p5 0
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Unit (%) Marginal penalty

Below 90 2
First goal 90–100 1

Over 100 0

Below 110 0
Second and third goal 110–120 1

Over 120 2



The optimum solution to this problem is:

Decision variables:

x1 ¼ 19:71 x2 ¼ 4 x3 ¼ 6

Unwanted deviational variables:

n1 ¼ 15:86 n2 ¼ 5:86 p3 ¼ 1:86

p4 ¼ p5 ¼ p6 ¼ 0

The total penalty of this solution is 23.58 units. This

solution provides the minimum aggregate deviation for

the three goals considered. Underlying this solution is a

weighted GP model that implies an assumption of separ-

ability between the three goals. Therefore, the solution (the

best in aggregate terms) can be extremely biased towards

the achievement of some of the goals. To illustrate this

point the following Chebyshev Interval GP model is

formulated:

Objective function:

min D

subject to

n1 þ ð2 � 1Þn2 � D4 0

p3 þ ð2 � 1Þp4 � D4 0

p5 þ ð2 � 1Þp6 � D4 0

ð2Þ

Goals and constraints of model (1).

The above model minimises the maximum penalty

deviation D, consequently, it will provide the most

balanced solution between the achievement of the three

goals. This is, the decision-maker’s preferences have not

been aggregated for this model in an additive way, but

according to a MAXMIN structure. The optimum solution

to this problem is:

Decision variables:

x1 ¼ 21:81 x2 ¼ 5:45 x3 ¼ 4:54 D ¼ 9:54

Unwanted deviational variables:

n1 ¼ 9:54 n2 ¼ 0 p3 ¼ 9:54 p4 ¼ 0

p5 ¼ 9:54 p6 ¼ 0

The maximum penalty (deviation) D is now 9.54. It is

interesting to note that for this solution the total aggregate

penalty is 28.63 units, whereas model (1) provides a total

aggregate penalty of 23.58 units with a maximum deviation

of 21.71 units. This measures the clash between the mini-

mum aggregate penalty and the maximum largest penalty.

Although the first solution is the best in aggregate terms, it

is also very bad in terms of achievement of the first goal

(presenting a deviation of 10 þ 2x5:86 ¼ 21:71 units). On

the other hand, the second solution is perfectly balanced

(all three goals present a deviation of 9.54 units).

The aforementioned analysis can be generalised with the

help of the following Extended Interval GP model:

Objective function:

min ð1 � lÞD þ l½n1 þ ð2 � 1Þn2 þ p3

þ ð2 � 1Þp4 þ p5 þ ð2 � 1Þp6�

subject to

Goals and constraints of model (2)

� Z þ n1 þ ð2 � 1Þn2 þ p3

þ ð2 � 1Þp4 þ p5 þ ð2 � 1Þp6 ¼ 0 ð3Þ

The last constraint is just an accounting row that

measures the total aggregate deviation corresponding to

each solution. For l ¼ 0, the Chebyshev Interval GP model

given by (2) is obtained, whereas for l ¼ 1 the additive

weighted GP model given by (1) is obtained. Other values

of l yield an intermediate solution between the solutions

provided by the two GP options mentioned earlier. Solu-

tions provided by model (3) for different values of l are

shown in Table 1. These results underpin the discrepancy

between the maximum aggregate achievement and the most

balanced solution.

Figure 2 Three-sided penalty function for the second and third
goal.

Figure 1 Three-sided penalty function for the first goal.
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Let us now illustrate our argument for a decreasing

penalty situation. That is a situation where the decision-

maker wishes to decrease the value of the marginal penalty,

after the deviation exceeds a threshold value. If in the

above example, the values of the marginal penalties are

switched around, the application of Jones and Tamiz7

method leads to the following weighted GP model:

Objective function:

min 2n1 þ ð1 � 2Þn2 þ 2p3 þ ð1 � 2Þp4 þ 2p5 þ ð1 � 2Þp6

subject to (4)

Goals and constraints of model (1)

If model (4) is solved on a GP solver without the facility

for basis restriction (that is, to prevent the positive and

negative deviational variable of the ith goal from being

simultaneously in the basis), then unbounded solutions can

be obtained. To avoid this problem, Jones and Tamiz7

proposed an approach based upon 0–1 variables. For our

example, this method implies the incorporation of the

following additional constraints:

n2 � 100t1 4 0

p2 þ 100t1 4 100

n4 � 100t2 4 0

p4 þ 100t2 4 100

n6 � 100t3 4 0

p6 þ 100t3 4 100

ð5Þ

where t1; t2 and t3 are binary variables and 100 represents

an arbitrarily large value. The addition of block (5) of

auxiliary constraints ensures that the negative and positive

deviational variables cannot simultaneously take non-zero

values. By solving model (4) augmented with block (5), the

following optimum solution is obtained:

Decision variables:

x1 ¼ 19:35 x2 ¼ 4:83 x3 ¼ 5:16

Unwanted deviational variables:

n1 ¼ 16:94 n2 ¼ 6:94 p3 ¼ p4 ¼ p5 ¼ p6 ¼ 0

The total penalty of this solution is 26.94 units. The

Extended Interval GP model for this decreasing penalty

function has the following structure:

Objective function:

min ð1 � lÞD þ l½2n1 þ ð1 � 2Þn2 þ 2p3

þ ð1 � 2Þp4 þ 2p5 þ ð1 � 2Þp6�

subject to

2n1 � n2 � D4 0

2p3 � p4 � D4 0

2p5 � p6 � D4 0

ð6Þ

Goals and constraints of model (1)

Auxiliary constraints given by (5) if necessary

� Z þ 2n1 þ ð1 � 2Þn2 þ 2p3 þ ð1 � 2Þp4

þ 2p5 þ ð1 � 2Þp6 ¼ 0

The solutions provided by model (6), for different values

of parameter l, are shown in Table 2. These results once

again illustrate the discrepancy between the maximum

aggregate achievement and the most balanced solution.

The Extended Interval GP model can be easily forma-

lised. Therefore, let us conceive a general setting where q

goals are considered and the preferences of the decision-

maker are represented by a k-sided penalty function. The

structure of the model is as follows:

Objective function:

min ð1 � lÞD þ l
Pq

i¼1

ai1 �nni1 þ
Pq

i¼1

Pk

j¼1

ðai; jþ1 � aijÞ�nni; jþ1

"

þ
Pq
i¼1

bi1pi1 þ
Pq
i¼1

Pk

j¼1

ðbi; jþ1 � bijÞpij

#

Table 1 Three-sided penalty function. Extended interval GP formulation (Increasing penalty case)

Decision variables Unwanted deviational variables Maximum Total aggregated
Value of deviation deviation
parameter l x1 x2 x3 n1 n2 p3 p4 p5 p6 D Z

[0.82 1] 19.71 4 6 15.86 5.86 1.86 0 0 0 21.71 23.58
[0.42 0.81] 21.67 4 6 10 0 9.67 0 6.83 0 10 26.50
[0.14 0.41] 21.71 4 6 9.86 0 9.86 0 7 0 9.86 26.71
[0 0.13] 21.81 5.45 4.55 9.55 0 9.55 0 9.55 0 9.55 28.63
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subject to

Pq

i¼1

ai1 �nni1 þ
Pq

i¼1

Pk
j¼1

ðai; jþ1 � aijÞ�nni; jþ1

"

þ
Pq
i¼1

bi1pi1 þ
Pq
i¼1

Pk

j¼1

ðbi; jþ1 � bijÞpij

#
� D4 0

fiðxÞ þni1 � pi1 ¼ bi1

..

. ..
. ..

.

fiðxÞ þnik � pik ¼ bik

fiðxÞ þ�nni1 � �ppi1 ¼ ai1

..

. ..
. ..

.

fiðxÞ þ�nnik � �ppik ¼ aik

9>>>>>>>>=
>>>>>>>>;

i 2 f1; . . . ; qg ð7Þ

x 2 F

x5 0 n5 0 p5 0 �nn5 0 �pp5 0

where fiðxÞ is the mathematical expression for the ith

attribute and F the feasible set, and ai1 >
ai2 > � � � > aik ; bi1 < b22 < � � � < bIK . In an increasing

penalty case, coefficients (ai; jþ1 � aij) and (bi; jþ1 � bij)

are positive while in a decreasing penalty case these are

negative. In the latter case, a set of auxiliary constraints

similar to (5) should be introduced to avoid possible

unbounded solutions.

We conclude this paper by remarking that all attempts to

incorporate the decision-maker’s preferences in a GP

model through mechanisms like penalty and satisfaction

functions found in the literature underly an assumption of

preference separability. This fact can generate extremely

biased results towards some of the goals, a situation

that can be unacceptable to the decision-maker. One

possible way to resolve this situation and still maintain the

distinguishing properties of the penalty and satisfaction

functions, consists of resorting to an Extended Interval

GP formulation that can generate the following solutions:

(a) the classic solution of minimum aggregate deviation; (b)

the solution in which the maximum deviation is minimised;

and (c) the best-compromise between both solutions.

Acknowledgements—This research was undertaken with the support of

‘Comisión Interministerial de Ciencia y Tecnologı́a (CICYT)’ and the

‘Consejerı́a de Educación y Cultura de la Comunidad de Madrid’, and

edited for correct English by Christine Mendez. Thanks are also given to the

two reviewers for their helpful suggestions which have greatly improved the

presentation and accuracy of the paper.

References

1 Charnes A and Collomb B (1972). Optimal economic stabiliza-
tion policy: Linear goal-interval programming models. Socio-
Econ Plan Sci 6: 431–435.

2 Ignizio JP (1974). Interval Goal Programming and Applica-
tions. Working Paper, Pennsylvania State University.

3 Charnes A et al (1976). A goal interval programming model for
resource allocation in a marine environmental protection
program. J Environ Econ and Mgmt 3: 347–362.

4 Charnes A and Cooper WW (1977). Goal programming and
multiple objective optimization. Part I. Eur J Opl Res 1: 39–54.

5 Kvanli AH (1980). Financial planning using goal programming.
Omega 8: 207– 218.

6 Tamiz M and Jones DF (1995). Algorithmic improvements to
the method of Martel and Aouni. J Opl Res Soc 46: 254–257.

7 Jones DF and Tamiz M (1995). Expanding the flexibility of goal
programming via preference modelling techniques. Omega 23:
41–48.

8 Martel JM and Aouni B (1990). Incorporating the decision-
maker’s preferences in the goal programming model. J Opl Res
Soc 41: 1121–1132.

9 Romero C (1991). Handbook of Critical Issues in Goal
Programming. Pergamon Press: Oxford.

Received February 1999;

accepted July 1999 after one revision

Table 2 Three-sided penalty function. Extended interval GP formulation (Decreasing penalty case)

Decision variables Unwanted deviational variables Maximum Total aggregated
Value of deviation deviation
parameter l x1 x2 x3 n1 n2 p3 p4 p5 p6 D Z

[0.30 1] 19.35 4.84 5.16 16.94 6.94 0 0 0 0 26.93 26.93
[0.21 0.29] 19.71 4 6 15.86 5.86 1.86 0 0 0 25.86 29.57
[0.14 0.20] 21.71 4 6 9.86 0 9.86 0 7 0 19.71 53.43
[0 0.13] 21.81 5.45 4.55 9.55 0 9.55 0 9.55 0 19.09 57.27
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