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Abstract 

The secondary voltage control determines control device actions based on reference voltage values set at cer- 
tain load buses denominated pilot buses. A key factor f o r  the appropriate functioning of secondary voltage 
control schemes is the selection of the pilot buses. This paper addresses this problem taking into account sy- 
stem-wide information, and different operating conditions regarding different load levels and different net- 
work topologies. The proposed approach improves previous approaches in two respects: the level of rnodel- 
ling detail and the computational efficiency. Two case studies based respectively on the IEEE 118-bus system 
and the New England 39-bus system are provided. 

1 Introduction 

The problem of controlling voltage magnitudes and 
reactive power flows in an electric network can be de- 
scribed as a large scale voltage control problem having 
a multi-level, multi-objective control structure. For ease 
of realization, the control levels are usually distributed 
in a hierarchy having a pyramidal structure. In such a py- 
ramidal structure some of the controllers have only indi- 
rect access to the electric network; i. e. some controllers 
receive information from controllers at higher levels and 
use this information to control lower level controllers. A 
typical example of controllers having only indirect ac- 
cess to the electric network are the controllers of the sec- 
ondary control level. 

Currently, as realized by Electricite de France [ 1-41, 
large-scale voltage control is organized into three hier- 
archical levels: 

- Primary Control Level 
At this level, the control devices attempt to compen- 

sate rapid and random voltage variations by maintaining 
their output variables close to the desired reference val- 
ues. Only local information is used for the computation 
of the control signals. A fast response is provided; the 
time constant is in the range of seconds. 

- Secondary Control Level 
Slow and large voltage variations, such as those pro- 

duced by the hourly evolution of the load, are accounted 
for by the controllers of the secondary control level; the 
time constant is in the range of minutes. This level makes 
use of sub-system information to update the reference 
values of the controllers in the primary control level with 
the purpose of keeping voltages of the pilot buses at their 
optimal values. Through the secondary control level it is 
possible to keep an appropriate voltage profile through- 
out the transmission network in the face of the hourly ev- 
olution of the load and topological changes. 

- Tertiary Control Level 
System-wide information is used to compute opti- 

mal pilot-bus voltage magnitudes with the purpose of 

achieving an economic and secure operation of the 
electric network. This is mainly done by solving, either 
automatically or manually by operators, a large-scale 
optimization problem such as the optimal power flow 
with the objective ?f minimizing the active power loss- 
es of the electric network while taking security con- 
straints into account. The tertiary control level is related 
to the idea of coordination, i. e. the whole network is 
taken into account, and it is much slower than the secon- 
dary control level; the time constant could be anything 
between 15 min and up to several hours. 

It follows from the above presentation that a key fac- 
tor for the appropriate functioning of a secondary volt- 
age control scheme is the selection of the pilot buses. 

This paper addresses the problem of selecting pilot 
buses taking into account system-wide information, and 
the effect of different operating conditions regarding dif- 
ferent load levels and different network topologies. 

Among previous approaches to the solution of this 
problem, Thorp et al. [5]  used an exhaustive enumera- 
tion of the solution space to select one or two pilot 
buses so that a performance index is maximized. Re- 
sults for a small power system are provided in that ref- 
erence. 

Note that an exhaustive enumeration of the solution 
space is not an appropriate solution technique for 
systems of realistic size. Ilic‘-Spong et al. [6] and Stan- 
kovic‘et d. [7] proposed a time-consuming and cumber- 
some solution technique, named “simulated annealing”, 
to select two or three pilot buses so that voltage devia- 
tions at load buses are minimized. It should be noted that 
the simulated annealing, which is a random search [8] is 
an inefficient solution technique which generates a so- 
lution that cannot be proved to be better than other solu- 
tions generated more efficiently via other heuristic pro- 
cedures. Lugonotte et al. [4], Vialas and Paul [3], Paul 
et al. [Z] and Blanchon [I]  used the concept of electrical 
distance to divide the power system into control areas 
and then, again using electrical distances, one pilot bus 
is selected for every control area. 

None of the above approaches considers different 
operating conditions regarding different load levels and 
different network topologies. 
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The approach proposed in this paper improves the 

previous approaches in two respects: 

It uses an efficient heuristic procedure which uses 
system-wide information. That is, the system is not 
beforehand arbitrarily divided into areas to reduce the 
dimensionality of the problem. 

It considers different operating conditions regarding 
different load levels (seasonal variation of load) and 
different network topologies. 

Secondary Voltage Control 

The secondary voltage control works in an incre- 
mental (digital) fashion and therefore every control step 
modifies the voltage magnitudes of the load buses by a 
relatively small amount. This makes possible the use of 
a linearized model. The validity of this argument is 
shown by performing appropriate time simulations in 
which the system is described through the non-linear 
load-flow equations. 

The linearized model to be used considers the active 
power flows in the electric networks but neglects the ef- 
fect of active power changes on voltage magnitudes. To 
analyze stressed systems this last effect can also be con- 
sidered (see Appendix). 

The considered linearized model is based on the fol- 
lowing sensitivity equations 

where 

AVG and AVL are vectors of voltage magnitude changes, 
at generator buses and load buses, respectively, 

AQG and AQL are vectors of injected reactive power 
changes, at generator buses and load buses, respective- 
ly, and 

SGG, SGL, S L ~ ,  and SLL are sensitivity matrices defined in 
the Appendix. 

Notice that vector AQL is considered to be the cause 
of change in the system, and that AVG is the control vec- 
tor. 

The second of the above sensitivity equations ren- 
ders 

AVL = MAQL + BAVG (2) 
where 

M := SiL , (3) 

(4) 

The information available to the controller are volt- 
age magnitudes at pilot buses; the observation equation 
therefore becomes 

AVp = CAVL ( 5 )  
where 

C = [c l j ]  is an np x nL 0- 1 matrix defined as 
1 should bus j  be the i-th pilot bus 

(6)  { 0 otherwise, 
nL is the number of load buses, and 
np is the number of load buses selected as pilot buses. 

Different approaches have been proposed to imple- 
ment secondary voltage control schemes. Integral con- 
trols are proposed in [2] and [ lo]. A "one-step" optimal 
feedback control, which considers random load distur- 
bances, is used in [6] and [7]. An improved approach to 
the optimal control of a discrete time-dynamic system 
was developed in [ 1 I ] ,  where both regulator and servo- 
mechanism problems are considered. This paper, how- 
ever, does not address directly the implementation issue. 

Clj = 

3 Pilot-Bus Selection 

The aim of the secondary voltage control is to min- 
imize voltage deviations at load buses using only the 
available output information, i. e. voltage magnitudes at 
pilot buses. 

Load disturbances are modelled by a vector of Gaus- 
sian random variables with means equal to 0 and a co- 
variance matrix denominated CLL. 

Control generators counteract load disturbances by 
maintaining in steady-state voltage magnitudes at pilot 
buses, i. e. 

(7) 
This can be achieved in different ways because the 

number of control generators (control variables) is larg- 
er than the number of pilot buses (variables to be con- 
trolled). One convenient way is to achieve it while min- 
imizing generator control actions, i. e. while minimizing 

AVp = C B A V ,  + CMAQL = 0.  

where nG is the number of control generators. 

expression 
Eqs. (7) and (8) result in the control law given by the 

AVG = - F C M  AQL 
where 

F := (C B)'(C B BTC)-' 

(9) 

Pilot buses are selected so that in steady-state voltage 
deviations throughout all load buses are minimized, i. e. 

is minimized. 
Qx is a diagonal weighting matrix which is used to 

weight the relative importance of maintaining voltage 
magnitude in a given load bus with respect to the other 
load buses. 

Using eqs. (2) and (9) the above expression renders 
the index below 
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where 

(12) T PL := MC,,M . 
PL is the covariance matrix of voltage deviations at 

load buses. 
Index 3(C) can be written as a function of matrices 

of dimension np x np (i. e. matrices of reduced dimen- 
sion) so that calculations are performed more efficient- 
ly, i. e. 

S(C) = trace{PLQx} - trace[(2H1 - H&H,)H;'} 
(13) 

where 

H I  =CPLQxBBTCT, 

H~ = CB B'Q~ B B ~ c ~ ,  
H3 = CBBTCT, 

H4 = CPLCT. 

The optimal selection of pilot buses therefore be- 
comes 

Min S(C) (14) C 

which in view of eq. ( 13) renders 

maximize C trace (( 2H1 - H&H4)H;'}. (15) 

Notice that matrices H I ,  Hz, H3 and H4 depend in 
general on sensitivity and weighting matrices. When re- 
alistic operating conditions are considered sensitivity 
matrices are random (i. e. multiple scenarios should be 
considered) and, as a result, matrices H I ,  Hz, H3 and H4 
are random as well. In what follows H I ,  Hz, H3 and H4 
axe denoted as HI({), H z ( 8 ,  H3(@ and H 4 ( 4 ,  respec- 
tively. 4 is a random variable capturing the stochastic na- 
ture of different operating conditions regarding different 
load levels and different network topologies. 

The pilot-bus selection problem can be re-fomulat- 
ed to take into account different operating conditions, i. e. 

maximize E(~(c(A,), c)}, 
subject to A, c A, 

AP c 

card (A, ) 5 np 

where 

A is the set of all load buses, 

AP is the set of load buses selected as pilot buses, 

C(Ap) is the np x n~ pilot bus selection matrix, previous- 
ly defined and denoted by C; here, the fact that Cdepends 
on the set of load buses selected as pilot buses is stressed, 

E is the expectation operator, and 

"card" denotes cardinal number. 

The functionf(C(Ap), @ is defined as 

An appropriate fashion to describe random variable 
5 is by means of a finite set of scenarios [ 121. Let Q be a 
set which contains all considered scenarios and let ps, 
s E Q, be the probability (weight) associated with sce- 
nario s; then, eq. (16) becomes 

maximize g(A,), 
A. 

It should be noted that every scenario is character- 
ized by matrices H l ( s ) ,  Hz(s), H 3 ( s )  and H4(s) ,  and 
probability p , .  It should also be noted that 

CPS = I .  
S€R 

Notice that scenarios are defined regarding 
- seasonal load levels, i. e. peak and off-peak load lev- 

- different network topologies for every seasonal load 

Different networks topologies should be considered 
as a result of forced and scheduled outages of generators, 
lines and transformers. 

Notice also that for every considered scenario, ap- 
propriate sensitivity matrices are computed. 

The selection of pilot buses is performed only once, 
and then they are used to implement a secondary voltage 
control scheme. For the selection of the pilot buses, it is 
therefore very important to take into account all relevant 
operating scenarios of the system under study. 

els for the different seasons of the year, and 

level. 

4 Problem Properties 

Some relevant properties of the above problem are: 

- The decision variables are 0-1 integer: either a load 
bus is selected as pilot bus or it is not selected as that. 

- The objective function is particularly non-linear, see 
eq. (17), and tough to evaluate. 

- Matrices H , ( { ) , H 2 ( < ) ,  H 3 ( < )  andH4(4) are random 
and, therefore, the objective function is random as 
well. 

- The dimension of the problem is very high. A typical 
system may consist of 500 load buses. Among them, 
for instance, 15 load buses may be selected as pilot 
buses. The total number of possible selections is 
(500!)/[ 15!(500- 15)!]whichis not asmallnumber. 

The problem under consideration is therefore 0- 1 in- 
teger, non-linear, and stochastic. The following conclu- 
sions can be stated: 

- Given the size of the solution space, a technique based 
on a direct enumeration of this solution space is not 
appropriate. 
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- It is only possible to use heuristic procedures which 

directly, and hopefully cleverly, examine asmall sub- 
set of the solution space. 

On the other hand, for a given number of pilot buses, 
np, the required number of floating point operations 
(CPU time units) by the proposed algorithm changes lin- 
early with the number of scenarios. For a moderate num- 
ber of scenarios the algorithm is surprisingly fast. 

5 Solution Algorithm 

Eq. (18) can be approximately solved by using a 
"greedy" heuristic algorithm [8]. The idea of the pro- 
posed greedy a1 orithm is simple. Given a set of select- 

bus is the one which gives the greatest immediate in- 
crease in the value of the objective function, provided 
that such a load bus exists. Moreover, once a load bus is 
selected as pilot bus, it is kept as pilot bus throughout the 
algorithm. 

Step 0: 

ed pilot buses,A,"', 8 the next load bus to be chosen as pilot 

The greedy algorithm proceeds as follows: 

SetA',O)=O,andset v =  1. 

Findj, = arg maxj g (A:-" u ( j )), 

j E A \ A:-". 

If g (A:-') u { j ,  } )  S g (A:-')), stop; 

Step 1: 

Step 2: 

A ( V - 1 )  is a greedy solution. 

If g (A:-') u j ,  }) > g (A:-')), 
set A'p" =A',y-l) u ( j ,  } .  

If card (A:)) = np, stop, the maximum number of 
pilot buses has been attained; 

if [ g (A:)) - g (A:-")] I [ g (A:))] < e, stop, the rate 
of improvement of the objective function is small 
enough; 

otherwise, let v c v + 1, and go to step 1. 

Note that e is a threshold on the rate of improvement 
of the objective function, and recall that "\" denotes set 
difference. 

The proposed algorithm requires for the selection of 
the i-th pilot bus 

- nL - i + 1 evaluations of the objective function, and 

- for every evaluation of the objective function, the in- 

To select a number np of pilot buses, the total num- 

Step 3: 

Step 4: 

version of an i x i matrix. 

ber of required evaluations of the objective function is 

6 Algorithm Extension and Validation 

The greedy algorithm is a multi-stage optimization 
procedure which consists of a concatenated succession 
of breadth searches. In every optimization stage, it per- 
forms one breadth search and determines the best solu- 
tion for this stage. This best solution is used as starting 
solution (root) for the next optimization stage. 

A so-called less-greedy algorithm of order n keeps 
the same structure as the original greedy algorithm but 
broadens the search set. It memorizes the best n solutions 
obtained in every cjptimization stage, and uses these best 
solutions as starting solutions (roots) in the next optimi- 
zation stage. Therefore, it performs n breadth searches 
in every optimization stage other than the first one (in the 
first one, it performs only one breadth search); and, as a 
result, its computational burden is approximately n 
times heavier than the computational burden of the orig- 
inal greedy algorithm. 

- is a straightforward extension of the greedy algo- 

- it can be used to "locally" validate the original greedy 

For the optimal selection of pilot buses, a less-greedy 
algorithm of order two was used and compared with the 
original greedy algorithm. Different cases and systems 
were studied and no significant differences were found 
in the solutions provided by the two algorithms. 

However, when computationally acceptable, a less- 
greedy algorithm of order n provides a higher guaranty 
of optimality than the original greedy algorithm. 

The greedy algorithm is a heuristic algorithm which 
generates solutions similar to the solutions generated by 
other heuristic algorithms, for instance the one proposed 
in [6] .  Therefore, the greedy algorithm cannot be prov- 
en to be more efficacious in generating a solution close 
or equal to the optimal one than other heuristic algo- 
rithms. The greedy algorithm is, however, very efficient 
from acomputational point of view as it is apparent from 
its structural simplicity. This computational efficiency is 
important if the scope of analysis is to be broaden; that 
is, if many operating conditions regarding different load 
levels and different network topologies are considered, 
the computational burden of heuristic algorithms simi- 
lar to the one proposed in [6]  may become prohibitive 
even for off-line analyses. 

A less-greedy algorithm of order n 

rithm, and 

algorithm. 

np[nL + 112 - (i/2)np]; 

if np a: n L ,  the above number becomes npnL. Note that 

npnLQ: (:) being this last mmber the total number of - the greedy algorithm always finds a solution, 
possible manners of selecting np pilot buses among nL 
load buses. to validate the original greedy algorithm, and 

On the other hand, it should be noted that 
- the computational complexity of the greedy algo- 

rithm is well characterized, 

P - a less-greedy algorithm of order n (n > 1) can be used 
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- the greedy algorithm is well suited to solve the prob- 

lem of selecting pilot buses due to the behavior (evo- 
lution and saturation) of the proposed objective func- 
tion. 

It also should be noted that the solution provided by 
the greedy or a less-greedy algorithm can be improved 
through local searches. That is, a given pilot bus is inter- 
changed with its neighbours in the hope of improving the 
objective function. This can be particularly efficacious 
for the first selected pilot buses because these pilot buses 
are the ones “less aware” of the history of the selection. 

7 CaseStudy 

A case study based on the IEEE 1 18-bus system [ 131 
is presented to show the usefulness of the developed al- 
gorithms. The considered bus numbering is the one of 
that reference. Generating buses with reactive power 
generation capacity below 40 Mvar were considered 
load buses because these small generators lack relevant 
control capability. Due to the lack of data, the reactanc- 
es of the step-up transformers at generating buses were 
supposed to be equal to 0.1 per unit of their respective 
rated values. 

This case study comprises five scenarios. These sce- 
narios consider only one load level and five network to- 
pologies. Appropriate sensitivity matrices are cornput- 
ed for every scenario. Matrix CLL was assumed to be an 
nL x nL diagonal matrix with diagonal elements propor- 
tional to the reactive loads of the load buses. The consid- 
ered scenarios were: 

I. No line/transformer out. 

11. Only line 12 - 14 out. 

111. Only line 69 - 77 out. 

IV. Only line 89 - 92 out. 

V. Only line 38 - 37 out. 

Six cases are considered. In every case the above 
scenarios are combined with different weighting factors 
( p ) .  Pilot buses are selected for the six cases. The weight- 
ing factors for the six cases are described below. 

- Case 1: (1)p = 0.2; (11)p = 0.2; (1II)p = 0.2; 

(IV) p = 0.2; (V) p = 0.2. 

- Case2: (I)p= 1. 

- Case3: (II)p= 1. 
- Case4: (III)p= 1. 

- Case5: ( IV)p= 1. 

- Case6: ( V ) p =  1. 

Tab. 1 shows the pilot buses obtained after running 
the greedy algorithm for every case. The analyzed cases 
show that the set of selected pilot buses is robust with re- 
spect to topological changes and different weighting fac- 
tors for the scenarios. Only local changes in the pilot-bus 
selection are observed when topological changes occur 
close to a selected pilot bus. 

Case 
~~ __ 

Obtained pilot buses 
1 12 39 77 88 56 103 47 27 71 17 
2 14 38 77 92 56 103 47 23 71 60 
3 12 39 77 92 56 103 47 27 71 17 
4 14 38 77 88 56 103 47 23 70 60 
5 14 38 77 88 56 103 47 23 71 60 
6 14 39 77 92 56 103 47 27 5 17 

Tab.1. Obtained pilot buses for every analyzed case 

The value of the objective function of cases 2 ,3 ,4 ,  
5 and 6 evaluated for the set of pilot buses obtained for 
case 1 is similar to the objective function value obtained 
using the set of pilot buses obtained for cases 2 ,3 ,4 ,5  
and 6. This value ranges around 47 5%; 100 5% corre- 
sponds to the ideal case in which all voltage deviations 
in load buses are equal to zero by means of secondary 
voltage control actions. This means that the trade-off so- 
lution obtained in case l (which takes into account a set 
of possible network topologies) behaves properly for 
every particular scenario. 

Fig. 1 shows the evolution of the objective function 
as a function of the number of selected pilot buses. Ob- 
serve how the objective function “saturates” once a suf- 
ficient number of pilot buses has been selected. It prac- 
tically attains its maximum value when more than nine 
or ten pilot buses are selected. This saturation criterion 
determines when a sufficient number of pilot buses has 
been selected and therefore it is used as a stopping rule 
in the search for pilot buses. 

The criterion and the algorithm proposed to select 
pilot buses have been compared with the procedure pro- 
posed in [7]. In that paper the New England 39 buses 
system [I41 is anaIyzed and the proposed set of pilot 
buses is 

A p =  (5 ,6 ,  12, 17). 

This set of pilot buses reaches a low value of the ob- 
jective function used in this paper. This means that a sec- 
ondary voltage control scheme based on the above set of 
pilot buses will have a bad performance. This is because 
this pilot-bus selection yields a bad observability of volt- 
age disturbances occurring throughout the system be- 
cause pilot buses are close to one another. Moreover, the 
controllability of that set of pilot buses by means of chang- 
es in voltage set points of control generators is difficult: 

A 

fobj 

I 

‘“0 2 4 6 8 10 12 14 16 
ET153.IA - 
Fig. 1. Objective function evolution for the case study 
(fhj with respect to feasible optimum; NB number of 
selected pilot buses) 
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only two generators (buses 2,3) are electrically close to 
control the voltage at three pilot buses (buses 5 6 ,  12). 

Using the criterion and the algorithm proposed in 
this paper the following set of pilot buses was obtained 

A p =  (5,  16, 12.20j. 

The above set of pilot buses reaches a 78.7 96 of the 
objective function maximum value. Both, observability 
and controllability with the proposed set are good the 
pilot buses are well distributed among the different 
zones of the electric energy system and they are close to 
control generators. 

8 Conclusions 

The secondary voltage control determines control 
device actions based upon reference voltage values set 
at certain load buses denominated pilot buses. 

The selection of pilot buses is crucial to ensure the 
adequate functioning of centralized or decentralized 
secondary voltage control schemes. 

The selection of pilot buses is however a complicat- 
ed and high-dimensional problem. It is actually a 0- 1 in- 
teger, non-linear, stochastic problem. 

Only heuristic algorithms can be used to attack such 
a problem; this paper proposes an efficient heuristic al- 
gorithm to solve it. 

The procedure proposed in this paper improved the 
previous approaches in two respects: it uses system- 
wide information while keeping computational eficien- 
cy, and it considers the effect of different operating con- 
ditions regarding different load levels and different net- 
work topologies. 

The proposed procedure is illustrated using the 
IEEE 118-bus system. 

9 List of Symbols 

SGG 

SGL 

SLG 

SLL 

M 

B 

C 

W P )  

364 

Jacobian submatrix which relates voltage mag- 
nitude changes at generator buses with reac- 
tive power changes at generator buses 
Jacobian submatrix which relates voltage mag- 
nitude changes at load buses with reactive 
power changes at generator buses 
Jacobian submatrix which relates voltage mag- 
nitude changes at generator buses with reac- 
tive load changes at load buses 
Jacobian submatrix which relates voltage mag- 
nitude changes at load buses with reactive load 
changes at load buses 
sensitivity matrix which relates reactive load 
changes at load buses with voltage magnitude 
changes at load buses 
sensitivity matrix which relates voltage mag- 
nitude changes at generator buses with voltage 
magnitude changes at load buses 
0- 1, np x nL matrix to select pilot buses, its ele- 
ments i j  is equal to 1 if bus j is the i-th pilot bus 
and equal to 0 otherwise 
matrix C for a given set of selected pilot buses 
A P  

~~ - ~~ ~ - 

F 
Qx 

pseudo-inverse matrix of matrix C x B 
diagonal weighting matrix used to weight the 
relative importance of maintaining voltage 
magnitude in a given load bus with respect to 
the other load buses 
co-variance matrix of reactive power distur- 
bances at load buses 
co-variance matrix of voltage magnitude devi- 
ations at load buses 

CLL 

PL 

HI, Hz, 
H3, H4 intermediate matrices to perform calculations 

efficiently 
vector of voltage magnitude changes at gener- 
ator buses 
vector of voltage magnitude changes at load 
buses 
vector of injected reactive power changes at 
generator buses 
vector of injected reactive power changes at 
generator buses 
number of load buses 
number of load buses selected as pilot buses 
number of control generators 
set of all load buses 
set of load buses selected as pilot buses 
set of all scenarios 
objective function index 
objective function for a given scenario 
objective function for all scenarios 
probability (weight) associated with scenarios 
scenario index 
greedy algorithm counter 
index of the load bus selected as a pilot bus by 
the greedy algorithm at step v 
expectation operator 
cardinal operator 
random variable capturing the stochastic na- 
ture of different operating conditions regard- 
ing different load levels and different networks 
topologies 

Appendix: Sensitivity Equations 

A linearized model of the load flow equations is: 

1 JLG JLL LLG LLLJLAVLI LAQ,I 

where 

A&- and At$ are vectors of voltage phase changes in 
generator (excluding the slack bus) and load buses, re- 
spectively, 

AVG and AVL are vectors of voltage magnitude changes 
in generator and load buses, respectively, 

A P ~ a n d  A P ~ a r e  vectorsofactivepowerchangesingen- 
erator (excluding the slack bus) and load buses, respec- 
tively, 
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AQG and AQL are vectors of reactive power changes in 
generator and load buses, respectively. 

HGG. HGL, HLG, HLL,  NGG, ~VGL, NLG. NLL. JGG,  JGL, JLG,  
JLL, LGG, LGL, L L G  and LLL are Jacobian sub-matrices. 

From the above equations, it can be obtained that 

where 

( 2 2 )  
and 

Different alternatives can be used to formulate the 
relationship between incremental variations of voltages 
and (active and reactive) power changes: 

- The simplest one is the one considered in the solution 
of the fast decoupled load tlow problem, in which the 
sensitivity matrix which relates voltage and reactive 
power variations is made equal to the negative nodal 
susceptance matrix of the global system. 

- A more comprehensive approach considers the active 
power flows in the electric network, but neglects the 
effect of active power changes on voltage magni- 
tudes. That is, the submatrices TGG, TGL, TLG. TLL, 
which are sensitivity matrices relating active power 
and voltage magnitude changes, are assumed to be 
equal to zero in eq. ( 2 2 ) ,  but they are taken into ac- 
count in eq. (22). This approach is used in this paper. 

- The most comprehensive approach considers the ef- 
fect of active and reactive power changes on voltage 
magnitudes and corresponds to the above complete 
formulation. 

These last two alternatives of the sensitivity matrix 
are adequate to  detect voltage stability problems when 
static analysis is performed in stressed systems. 
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