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Abstract
This study introduces a comprehensive model for the ethical analysis of digital technologies to foster a full implementation of 
digital humanism. Drawing on key ethical traditions, the model acts as a framework for evaluating emerging technologies to 
ensure that they contribute to human development and societal well-being rather than solely driven by economic objectives. 
The theoretical framework integrates principles from ethical theories such as virtue ethics, deontological ethics, and 
consequentialism and applies them to digital technology development. The analysis emphasizes the need for transparency, 
accountability, and the prioritization of human dignity. The model is applied to augmented reality (AR) devices to illustrate 
its applicability, highlighting their potential benefits—such as enhanced education and healthcare capabilities—and the 
risks, including privacy concerns, digital distraction, and the exacerbation of social inequalities. Through this framework, 
developers and policymakers can better understand the ethical implications of digital technologies before their widespread 
implementation to mitigate risks and enhance positive outcomes. Ultimately, this model advocates for a balanced approach 
to digital innovation, where technological progress is aligned with universal human values and ethical standards, ensuring 
that the digital world remains a servant to human flourishing.

Keywords  Digital humanism · Ethics · Technological development · Digital technology

1  Introduction

Recently, a renowned historian, Yuval Harari, and two 
colleagues wrote about the risks to humanity of opening 
some of the currently available artificial intelligence (AI) 
technologies to the public (2023). According to them, a 
thorough analysis of the dangers of using each of these 
technologies should have been conducted, as is done with 
pharmaceuticals, mass transportation, and other sectors. The 
technological race undertaken by large digital technology 

companies entails omitting the critical analysis processes of 
these tools before they are presented for public use.

An example of the above-mentioned authors’ concern 
about using certain digital technologies is reflected in the 
following sentence: “Social media was the first contact 
between A.I. and humanity, and humanity lost” (Yuval 
Harari et  al. 2023, p. 3). Regardless of whether this 
analysis is accurate, we could agree that virtually any 
indiscriminately available technology presents certain risks 
(Dhirani et al. 2023).

Some of the most well-documented risks associated with 
new digital technologies include: privacy risks (Cavoukian 
et al. 2010; Solove 2011), cybersecurity risks (European 
Union Agency for Cybersecurity 2023), social risks (Turkle 
2012), and psychological risks (Nisafani et al. 2020; Ramos-
Diaz et al. 2020; Cavalcante Siebert et al. 2023; McLoughlin 
and Brady 2024), worsened by the risk of misinformation 
and fake news due to the increasing amount of information 
available and the difficulty in differentiating true from 
false information (Aghajari et al. 2023; Efstratiou and De 
Cristofaro 2022; Rubin 2022; Shin 2024; Zhou et al. 2023).
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The increasing ubiquity of AI-based systems raises 
significant ethical and governance challenges, particularly 
concerning meaningful human control. Cavalcante 
Siebert et  al. (2023) highlight that AI systems can 
generate unpredictable consequences, often misaligning 
human moral values and societal norms. The difficulty 
in attributing moral responsibility for autonomous AI 
decisions underscores the need for frameworks that 
ensure human oversight remains central. The concept 
of meaningful human control has emerged as a crucial 
principle to address these responsibility gaps, advocating 
for explicit moral accountability in AI design and 
implementation. However, operationalizing this principle 
remains a challenge, as it requires technical mechanisms 
and systemic socio-technical considerations that integrate 
policy, law, and human–AI interactions.

In addition to these more common risks, some authors 
also mention threats such as manipulation of human 
consciousness and behavior, distortion of thinking and 
culture, and the growth of new forms of criminalization of 
economic activity (Berg et al. 2023). There are also those 
who draw attention to the risk of dehumanization, spiritual 
lumpenization, loss of cognitive competencies, crisis of 
intellectual culture, and threat to creative development 
(Kotlyarova et al. 2021).

Given all the risks now pointed out and returning to 
the concern presented by Yuval et al. (2023) about the 
importance of testing digital technologies before being 
made available for public use, we should ask ourselves 
what the most effective and realistic way would be 
to perform this type of pre-testing, considering the 
unstoppable dynamism of the current technological race.

Some authors and institutions advocate that 
the precautions to be taken in the face of different 
technological development proposals should promote 
those that entail the least risk and the greatest benefits 
(Reijers 2016; UNESCO 2023; Wright 2011).

In this line of thought arises the concept of digital 
humanism, which aims to provide a secure framework for 
the technological development of the digital age, ensuring 
that technology is at the service of human beings and 
not the other way around (Fuchs 2022; Hofkirchner and 
Kreowski 2022; Hofkirchner and Kreowski 2022; Nida-
Rümelin and Staudacher 2024; Lucci and Osti 2024).

The present study aims to provide a tool capable 
of reinforcing the evaluation of developing digital 
technologies based on universal ethical principles to 
reduce their risks and increase awareness of their need of 
improvement, all of this oriented to promote an effective 
implementation of digital humanism. To this end, this 
theoretical-practical study is proposed, guided by the 
following research questions:

•	 Is it possible to develop a model of ethical analysis 
capable of assessing the degree of digital humanism of 
digital technologies?

•	 If possible, what ethical issues should be included in the 
analysis to ensure the most comprehensive assessment 
possible?

•	 Finally, can this analysis be applied to existing 
technologies as an example?

To answer these questions the study will be presented 
in four parts: The first, consists of a theoretical exposition 
of digital humanism, based on a review of the literature on 
the subject, seeking to make some of its main principles 
explicit. The second, also based on the literature review, 
contains an exposition of the main ethical theories and 
their fundamental questions, relating them to how to guide 
technological development. Based on the results of these 
first two parts, some reflections on the complementarity 
between the principles of digital humanism and fundamental 
ethical issues will be presented. Thus, the first two research 
questions should have been answered. Finally, the third part 
presents an explanation on how to apply the ethical analysis 
model, to exemplify its usefulness in real cases. Specifically, 
the model is applied to critically examine augmented reality 
(AR) devices from the perspective of digital humanism.

This study bolsters on two key premises: First, on the 
consideration of digital humanism as a valuable proposal to 
establish a line of work to protect the human being from the 
risks of the unbridled development of digital technologies; 
second, on the consideration that the best way to deepen 
the analysis of the impact of these technologies on human 
nature and the construction of a better world is to rethink the 
critical ethical questions about each of them. In short, this 
model aims to provide a form of ethical analysis of digital 
technologies to ensure a technological development at the 
service of the integral well-being of people and the authentic 
development of societies.

2 � Digital humanism

The concept of digital humanism emerged in response 
to the rapid rise of technology and its impact on human 
life, emphasizing human rights, social responsibility, and 
sustainability. This notion was further developed in the 
2018 Vienna Manifesto on Digital Humanism (Mayer and 
Strassnig 2020; Various authors 2018), which sought to 
integrate technological development within a contemporary 
humanistic vision.

Rooted in critical theory, the manifesto promotes the 
Common Good as an ethical–political foundation for a 
democratic and inclusive society that safeguards human 
dignity and rights. It resulted from interdisciplinary 
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collaboration among scholars and practitioners in 
philosophy, computer science, law, and political science and 
has been endorsed by organizations such as the European 
Commission and the UN Secretary-General’s High-level 
Panel on Digital Cooperation. Acknowledging the dual 
nature of technological progress—its opportunities and 
risks—the manifesto calls for a shift beyond efficiency 
and profit toward human-centered, ethical, and sustainable 
approaches to technology.

The Vienna Manifesto was conceived to ensure that 
technological progress serves humanity and well-being 
rather than being dictated by economic and technocratic 
imperatives. Without ethical and moral considerations, 
unchecked automation could pose risks to democratic 
societies by fostering self-referential and uncontrolled 
technological systems. The initiative aimed to define 
strategies that align digitalization and AI with ethical and 
democratic values, placing human dignity at the core of 
technological development.

Its core principles include placing technology at the 
service of humanity, respecting democratic values and 
human rights, ensuring transparent and accountable digital 
governance, regulating AI democratically, and preventing 
unchecked automation from undermining human autonomy. 
Since its publication, digital humanism has gained 
traction as a counterbalance to profit-driven technological 
development, advocating for responsible digitalization that 
enhances human life rather than replacing or diminishing it 
(Fuchs 2022; Werthner et al. 2023).

A systematic review of AI-related ethical considerations 
in research from 1986 to 2021 (Giarmoleo et  al. 2024) 
analyzed 309 articles and identified two primary categories 
of ethical concerns: those arising from AI design and 
those emerging from human–AI interactions. The 
study underscores the need to ensure that technological 
development aligns with human well-being, addressing risks 
while upholding privacy, democracy, human dignity, and 
ethical values.

Within the framework of digital humanism, six key 
principles have been selected for the ethical analysis in 
this study: human-centered design, value-sensitive design, 
responsible innovation, technological determinism, ethics, 
and democratic governance (Broadbent et al. 2015; Burr 
and Floridi 2020). These principles serve as a foundation 
for evaluating the ethical implications of technological 
development, as they encompass broader concerns frequently 
discussed in this field. A more detailed explanation of each 
principle follows:

Human-centered  design focuses on designing 
technologies centered on the needs and desires of human 
beings. This involves engaging users in the design process, 
understanding their needs and preferences, and prioritizing 
their well-being over technological advancement or profit 

(Fernandez-Carames and Fraga-Lamas 2018; Shneiderman 
2020).

Value sensitive design is a theoretically grounded 
approach to the design of technology that accounts for 
axiology and human values in a comprehensive and 
principled manner throughout the whole design process 
(Friedman et al. 2006).

Responsible innovation considers the social and ethical 
implications of new technologies before they are developed 
and implemented. This includes assessing potential risks 
and benefits, engaging stakeholders in decision-making, 
and mitigating negative consequences (Owen et al. 2013; 
Van den Hoven et  al. 2015). Responsible innovation 
seeks to align technological development with societal 
needs by integrating ethical considerations into design 
and implementation. However, one of its main criticisms 
is defining what constitutes “responsibility” in a rapidly 
evolving digital landscape. The interests of developers, 
corporations, policymakers, and users often diverge, making 
it difficult to establish a universally accepted framework. 
In addition, critics argue that responsible innovation can 
be selectively applied as a rhetorical device rather than 
a concrete regulatory mechanism. A multi-stakeholder 
approach incorporating iterative ethical assessments and 
transparent accountability mechanisms is necessary to 
prevent the misuse or dilution of responsible innovation 
principles.

Technological determinism acknowledges that technology 
can shape society and culture, while social determinism 
defends that society shapes technology. Considering both 
positions, it is critical to assess social and cultural contexts 
in which technology is developed and used to design 
technologies that align with societal values and promote 
human flourishing (Borgmann 1984; Winner 2010). 
Moreover, the notion of technological determinism—the 
idea that technology drives societal change inevitably and 
autonomously—warrants further critical scrutiny. While 
technological advancements undeniably shape social, 
economic, and political structures, attributing change solely 
to technology risks oversimplifying the complex interplay 
between human agency and innovation. A more balanced 
perspective, often referred to as soft determinism, recognizes 
that while technology influences societal development, 
human decision-making and policy interventions shape its 
trajectory. This perspective underscores the importance of 
proactive ethical frameworks that do not passively react 
to technological change but actively guide its course in 
alignment with human values.

Ethics encompasses a broad tradition of reflections on 
the good and evil, also on the rationale and consequences 
of human actions. In the context of digital humanism, it is 
generally present in the form of codes of ethics that typically 
include principles such as transparency, respect for privacy, 
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and consideration of the social and environmental impacts 
of technology (Google 2022; Pugh 2009). Many professional 
organizations and technology companies have developed 
ethical codes of conduct to guide their work (Becker et al. 
2023).

Democratic governance of technology emphasizes 
the importance of democratic participation and decision-
making in the development and governance of technology. 
This involves ensuring that diverse voices and perspectives 
are heard in technology development and implementation 
and that technology’s benefits and risks are distributed 
fairly across society (van Dijk 2020). Nevertheless, 
democratic governance in digital technologies presents 
both opportunities and limitations. While it aims to 
foster inclusivity and participatory decision-making, the 
feasibility of ensuring broad representation in digital policy 
remains a significant concern. Technological governance 
is often dominated by corporations and governments with 
asymmetric power over data and infrastructure, raising 
questions about how democratic ideals can be upheld 
in practice. Some scholars argue that democratizing 
technology requires more than just inclusive dialogue; it 
demands structural reforms that redistribute power among 
stakeholders. One potential approach is the establishment 
of independent oversight bodies that include ethicists, civil 
society representatives, and technologists to mediate ethical 
concerns and ensure that governance structures genuinely 
reflect the interests of diverse communities.

All these principles of digital humanism respond, 
in a certain way, to fundamental ethical questions that 
have always been present in the theoretical and practical 
discussion about what is good and convenient for human 
beings and what rather degrades or potentially destroys our 
societies. For this reason, the discussion based on principles 
has been moved to a broader ethical approach, which will 
be explained below. Several ethical considerations will 
be presented, followed by a discussion of the relationship 
between universal ethical issues and the fundamental 
principles of digital humanism.

3 � Universal ethical questions

3.1 � Ethical foundations

As has just been pointed out, the need to address the ethical 
dimension of technological development in general, and of 
digital technologies in particular, is a generally accepted 
requirement. In this sense, many initiatives expressly appeal 
to ethics as a kind of intellectual antidote and condition of 
possibility (not only to avert a potential dystopia presented 
by proposed scenarios as transhumanism, singularity, 
posthumanism, mort de la mort, from the development 

of the NBICs), but, above all, to deploy a technological 
development in favor of humanity and the human. That 
means, a technology that places people at the center and 
that can contribute to the emergence of digital humanism 
(Jobin et al. 2019; Larsson 2020).

In this respect, it is important not to forget the teaching 
of that double ethical axiom, which states that although it is 
not always technically possible to achieve everything that at 
a given historical moment can be considered desirable from 
a moral point of view, it is also true, from the other point 
of view, that not everything technically possible at a given 
moment is always and at the same time ethically desirable 
and morally good (Fernández Fernández 2022).

In any case, the key to discernment about what 
constitutes, at the same time, a technological advance and a 
parallel growth in humanity should probably be sought in a 
triple instance of philosophical reflection:

(1)	 From a coherent and universalizable Anthropology 
accompanied by a sociological paradigm, able to shed 
light on what kind of human development is intended 
to be promoted.

(2)	 From an Axiology capable of proposing a hierarchical 
table of values with the greatest possible logic and 
objectivity, stablishing a parameter for prioritizing 
some values among other a priori.

(3)	 From a well-founded Ethics, which takes the form of 
guidelines for action, including different perspectives 
and making possible the reduction of undesired risks 
and fostering positive consequences. Furthermore, this 
philosophical-moral approach to the implications of 
digitalization on humanity already has a long history 
(Baker-Brunnbauer 2021; Floridi and Taddeo 2016; 
Martin et al. 2019; Mittelstadt et al. 2016).

As a result of the convergence between, on the one hand, 
the guidelines for action and reports produced by various 
professional bodies and regulatory entities (European 
Commission 2019) and, on the other, academic reflection, 
the emergence of a kind of common ethical factor in relation 
to digital technologies is becoming increasingly evident. The 
ethical requirements for the development of a responsible 
digital technology are taking shape in a kind of adaptation of 
the usual series of principles of the different Applied Ethics, 
which have their origin, to a large extent, in the matrix of 
Bioethical reflection itself (Jonsen 1998; Toulmin 1982). 
Such are the appeals to the traditional principles of non-
maleficence, beneficence, autonomy, and justice, to which 
others have been added, complementary to those specific 
to the digital context and the new moral demands of cyber 
society. In addition to the principles already mentioned 
above, it is worth highlighting some more specific aspects, 
such as explainability, human control, and supervision of 
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algorithms and AI systems, as well as the principles of 
transparency, responsibility, solidarity, and sustainability 
(Fernández Fernández 2021).

Although the list of ethical principles tends to be 
presented as recurrent and homogeneous, the perspectives 
from which we seek to provide a foundation for those 
principlist proposals point to a philosophical-moral 
pluralism in which various methodological approaches 
and different ethical theories find a place. This plurality 
is justified by the fact that some approaches are more 
appropriate than others for shedding light on the different 
aspects of the human act (consciousness, freedom, will) 
or of moral action (objectives and aims; intentions of the 
agent; means employed; circumstances in which the action 
is carried out; results obtained or foreseeable, as well as any 
other issues like duties or values, that may be relevant in a 
given context, and the like).

It is at this point that the plurality of ethical theories—
for example, Virtue Ethics (Walker and Ivanhoe 2007), 
Duty Ethics (Kant 2008), Utilitarian Ethics (Bentham 
and Mill 1973; Sen 1979), Value Ethics (Gracia 2013; 
Hartman 1932; Méndez 2023; Scheler 1973), together 
with other complementary approaches and perspectives 
such as the Weberian appeal to the difference between the 
ethics of conviction and the ethics of responsibility (Jonas 
1984; Weber 2021)—serve, on the one hand, as guides for 
deliberation in discerning between different axiological 
proposals or different possibilities of action and, on the other 
hand, as elements to reasonably justify the decisions that 
might have been already adopted in a given context (Broad 
1930).

In general terms, it could be said that attempts to justify 
moral norms can be classified by reference to two main 
aspects. One would respond to a teleological conception, 
and the other is oriented toward deontological positions. 
Teleological ethics (telos: end) identify as good the 
aspiration to happiness or an equivalent category, and from 
this assumption, they try to orient humanly correct conduct. 
The supporters of deontologism (deon: duty), starting from 
Kant (1785), warn that what is genuinely human is not the 
desire for happiness—shared, moreover, with the rest of the 
animals—, but rather autonomy, the fact of being capable of 
imposing duties on oneself. From this perspective, it insists 
on the obligation to respect and promote the autonomous 
human person as an end in itself.

For its part, consequentialist ethical theories determine 
the rightness of an action based on its outcomes, advocating 
for the maximization of overall welfare from an agent-neutral 
perspective. Utilitarianism, a key form of consequentialism, 
asserts that actions are right if they maximize well-being. 
Some debates extend consequentialist evaluation beyond 
actions to rules, motives, character traits, and institutions 
(Andersen 2022; McElwee 2020).

A common critique is that consequentialism neglects 
reasons for action, though some argue it can account for 
them, adding depth to its framework (Woodard 2020). 
Subjective consequentialism struggles with assigning 
expected values to unforeseen outcomes, leading to deontic 
indeterminacy (Jay 2020). Efforts to generalize it, such as 
rule consequentialism, have conceptual limitations, while 
functional decision theory offers a more robust approach 
(Greene and Levinstein 2020). In addition, consequentialism 
acknowledges that actions often produce unintended 
consequences, a phenomenon known as counterfinality, 
where uncoordinated individual actions result in collective 
irrationality (Latypov 2021; Moroni 2012).

Thus, consequentialist analysis urges careful 
consideration of both intended and unintended effects of 
large-scale digital technology use.

In contrast, axiological ethics, within the philosophy of 
values, posits that humans intuit values across four levels: 
economic and vital, ethical, esthetic, and transcendent. 
Ethical values, in particular, can be structured by height 
and strength, as proposed by Scheler (1973) and Hartman 
(1932), and later integrated coherently by Méndez (2023).

Rather than mutually exclusive paradigms, ethical 
theories offer complementary perspectives for evaluating 
digital technologies. Ethical deliberation should integrate 
multiple frameworks to guide praxis effectively. Three 
core axioms emerge as guiding principles: (1) ethical 
ends should be pursued without violating deontological 
principles (e.g., human dignity, universalizability) or 
consequentialist considerations regarding expected 
outcomes. (2) Deontological ethics should prevail unless it 
contradicts eudaimonic goals or leads to greater harm than 
good. (3) Actions should maximize collective well-being—
especially for the most vulnerable—while respecting dignity, 
universalizability, and human potential.

3.2 � The underlying vision of the ideal human being 
(anthropological model)

When we study human behavior and develop some kind 
of ethical theory, there is always present, implicitly, or 
explicitly, a way of understanding the human being. Thus, 
we could say that every ethical theory is underlain by an 
anthropological theory, since ethical behavior is always 
oriented towards a vision of the good and of that which 
most signifies and develops human potential (Bainton 2012; 
Fontrodona and Sison 2006; Melé and Cantón 2015).

With this premise in mind, we can ensure the relevance of 
not only answering questions about the means, values, and 
ends of each technology but also about how this proposal 
intends to promote integral human welfare and development. 
To this end, it is necessary to make explicit what model of 
the person underlies a given technological proposal.
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Although it may seem difficult for the author of a given 
technology to state what his or her anthropological vision 
is, in reality, this can often be partially deduced from 
the answers given to the above questions about purpose, 
principles, values, and objectives.

To identify the visions of the human being behind 
different technologies, the following steps can be taken: 
First, examining the purposes and goals of current 
technological development proposals. For example, asking 
about what these proposals are aiming to achieve in terms 
of enhancing human capabilities, addressing societal needs, 
or transforming human experiences. Second, analyzing 
the values and beliefs embedded in these proposals. 
For example, examining our beliefs about what the core 
assumptions about human nature, behavior, and potential are, 
that underlie these technological trends. Third, looking for 
recurring themes in technological discourse. For example, 
questioning if there are common visions of the ideal human 
being that emerge across different technological domains, 
such as AI, biotechnology, or sustainability.

This analysis can provide valuable insights into the 
complex interplay between technology and society, and how 
different technological trends may shape our understanding 
of what it means to be human in a rapidly evolving 
technological landscape.

To make this philosophical exercise even more explicit, 
some of the most common visions of human beings in the 
analysis of technological development at the historical level 
will be presented.

Humanism is a philosophical perspective that strongly 
emphasizes on human values, ethics, and dignity. 
Technologies developed with a humanistic vision aim to 
enhance the well-being and quality of life for individuals. 
For example, medical technologies are often designed with 
the goal of alleviating human suffering and improving 
health (Davydov 2020; Doukas et al. 2022; Kozlarek 2021). 
Most humanist proposals are based on a dualistic vision 
of the human being, recognizing the importance of a non-
material dimension (soul, spirit) as a fundamental element 
for promoting true human development (Villegas-Galaviz 
et al. 2021).

From a philosophical anthropology that values social 
justice and equity, technologies may be developed to address 
societal inequalities and promote equal access to resources 
and opportunities. This can include technologies that 
aim to bridge the digital divide or promote economic and 
educational equity (Holeman and Kane 2020). This approach 
is a complement to the humanistic proposition.

Some technological developments are shaped by an 
environmentalist or ecologically minded philosophical 
anthropology. From this perspective, an ideal human being 
is one who coexists harmoniously with nature. Sustainable 
technologies and practices are designed to minimize the 

environmental impact of human activities (Abram 2012). 
This approach reduces the differences between human 
beings and other species of living beings present in the 
cosmos, thus not considering some specific characteristics 
and potentials of humankind.

On the other hand, recently, the transhumanist proposal 
has gained greater strength in relation to technological 
development. Transhumanism is a philosophical movement 
that advocates for using technology to enhance human 
capabilities and transcend the limitations of the human 
condition. Technologies such as genetic engineering, AI, 
and human–computer interfaces are often developed with 
the goal of improving or augmenting human abilities 
(Besnier 2013; Hopkins 2012). Generally, transhumanist 
currents are based on a monistic vision of the human 
being, fundamentally based on materialism, and propose 
the improvement of the human being only from a physical 
and cognitive perspective, ignoring the spiritual dimension 
(Cole-Turner 2011).

In contrast to transhumanism, posthumanism challenges 
traditional notions of the human and often emphasizes the 
blurring of boundaries between humans and technology. 
Technologies informed by posthumanist thought may 
explore concepts like cyborgs, AI, and the integration 
of technology into the human experience (Ahn 2023; 
Buchanan-Oliver and Cruz 2015). The anthropological 
conception of posthumanists is dynamic since they consider 
humanity a species in continuous evolution.

When examining the relationship between philosophical 
anthropology and technology, one can consider how different 
philosophical frameworks influence the goals, values, and 
ethical considerations behind technological development. It 
is important to explore how these philosophical perspectives 
impact the choices made in the creation and implementation 
of technology and how they shape our understanding of 
what it means to be an ideal human being in a technological 
society.

3.3 � The underlying vision of the ideal society 
(sociological model)

Just as every technological proposal is based on a specific 
anthropological model, it is also grounded in a particular 
model of society. This section examines various sociological 
perspectives that shape the understanding of technological 
development, as well as the main sociological paradigms 
that have historically influenced this field.

Utopianism envisions an ideal and often perfect society 
characterized by harmony, justice, and a utopian community. 
Utopian thinkers propose alternative social structures 
to eliminate social ills and create a better world (Moro 
1516). Utopians may see technology as a means to achieve 
their ideal society. They might envision technological 
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advancements that promote social equality, improve living 
conditions, and enhance human well-being. The use of 
technology in a utopian society is likely guided by a desire 
to eliminate poverty, suffering, and social injustice.

Marxism envisions a classless society where the means 
of production are collectively owned, emphasizing the 
role of class struggle in historical development. It seeks 
to overcome capitalist exploitation (Marx 2004; Marx 
and Engels 2019). Marxists often view technology as a 
tool for social transformation. They may see technological 
development as a means to liberate the working class, reduce 
inequality, and increase economic efficiency. In a Marxist 
society, technology is expected to serve the common good, 
eliminating profit motives in production.

Liberalism promotes individual freedom, equality, and 
limited government intervention in society. It envisions a 
society where individual rights and freedoms are protected 
(Hayek 1969; Mill and Mill 1966). Liberals typically 
support technological development that enhances individual 
liberty and economic prosperity. They may advocate for 
technological innovation in areas such as communication, 
personal autonomy, and economic efficiency. Technological 
progress is seen as a means to empower individuals and 
expand personal freedoms.

Conservatism emphasizes tradition, authority, and the 
preservation of existing social structure (Burke 2016; Kirk 
1987). It values stability and order in society. Conservatives 
may approach technological development cautiously, 
prioritizing the preservation of cultural and social traditions. 
They are likely to support technologies that maintain social 
stability and reinforce existing institutions. Technological 
progress should align with conservative values and not 
disrupt the social order.

Anarchism envisions a society without government 
and hierarchy, emphasizing individual autonomy and 
voluntary cooperation. Anarchists may see technology as 
a tool for decentralization and empowerment of individuals 
and communities (Kropotkin 2015; Malatesta 1909). 
They are likely to support technologies that enable direct 
democratic participation and self-governance. Technological 
development in an anarchist society is guided by the 
principles of autonomy and cooperation.

The vision of authors regarding technological 
development within these proposals can vary, but it is 
generally influenced by the core principles and goals of each 
philosophical current. Technology is often seen as a means 
to achieve the broader societal ideals advocated by each 
school of thought, whether it be social justice, individual 
freedom, or community cooperation.

For all these reasons, it is important to know the vision 
of society that underlies a technological proposal to gain a 
deeper understanding of the social consequences that a given 
technology may have.

3.4 � Relationship between principles of digital 
humanism and main ethical approaches

Returning to the previously presented principles of digital 
humanism, these can be connected to the outlined ethical 
approaches as follows:

To carry out the human-centered design, it is necessary 
to establish, first, the anthropological model that is seen 
as ideal. The human needs and desires to be defended and 
promoted are a function of the anthropological vision being 
considered.

To implement a value-sensitive design, it is necessary 
to define the axiological framework on which the design 
is carried out, establishing which values have priority over 
others that can be neglected.

Responsible innovation must include the analysis derived 
from ethical questions about the purposes, consequences and 
principles assumed in advance by a technological proposal, 
only then can the personal and social implications of its 
implementation be determined.

If a technological determinism’s position on the 
significant influence of technology in the construction 
of anthropological and societal models is considered, it 
becomes more apparent the importance of previously 
establishing, at a theoretical level, what type of person and 
society should be promoted. Therefore, it is necessary to 
determine in advance what anthropological and sociological 
models underlie each of the proposals of digital technologies.

In relation to the principle of democratic governance, its 
requirements are directly related to the importance of taking 
into account different ethical voices or perspectives. As 
mentioned above, our model advocates the need to respond 
to different ethical approaches to allow for a more complete 
analysis.

Similarly, as shown with some principles of digital 
humanism, other principles can be related to the main ethical 
issues discussed. It is important to note that principles such 
as autonomy, non-maleficence, equity, and explainability 
have not been addressed, as these have already been briefly 
introduced within the principalist ethical tradition.

3.5 � Proposed ethical evaluation table

Based on the considerations presented above, Table  1 
summarizes the ethical aspects that must be analyzed for 
the development of a specific digital technology.

It is intended, therefore, that the people and organizations 
responsible for developing a specific digital technology can 
respond to the questions posed below by filling out the 
table in question. Once the answers about a specific digital 
technology are known, a group of ethics experts will be able 
to make the pertinent observations before the technology is 
given to public use.
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Similar to what currently happens with ethics committees 
in research with human beings, which are mandatory for 
most projects that entail any risk to people, this proposed 
tool could serve as a basis for the creation of ethical 
committees for the development of digital technologies. This 
is a form of practical implementation of digital humanism.

In the following section, the tool will be applied to a 
real case as a practical exercise, followed by a brief ethical 
analysis.

4 � Application example: augmented reality 
devices

This section examines the application of the ethical analysis 
model to a specific technology: augmented reality (AR) 
devices, focusing on the current release of spatial computing 
smart glasses. These devices integrate digital content into 
the physical environment, enabling users to interact with 
online content through their eyes, hands, and voices, without 
the need for direct physical engagement. This allows users 
to experience augmented content while maintaining their 
physical surroundings, visible only to them.

To apply the model to augmented reality devices, an 
analysis will be conducted from the perspective of external 
examiners evaluating the ethical and societal implications. 
The analysis is relevant to those designing and deploying 
digital technologies, though for illustrative purposes, this 
example will focus on AR devices.

Regarding the technology’s description, Turner, (2022) 
defines AR technologies as tools that “augment” perception 
by superimposing virtual objects onto the user’s visual field. 
Examples include the Apple Vision Pro, Meta Quest Pro, 
and XREAL Air, which blend virtual and physical spaces, 
transforming interactions (Turner 2022). For example, an 
individual wearing Apple Vision Pro in a coffee shop could 
read emails while drinking coffee, without the need for a 
laptop, tablet, or smartphone.

On the technological development front, companies are 
aiming to offer users more immersive experiences. Moving 
from desktop computers to smartphones, now smart glasses 
are proposed as the next step, merging physical and digital 
worlds. These devices represent a natural progression, 
extending beyond wearables like smartwatches to a fully 
integrated digital experience.

The possibility of spatial computing is rooted in the 
vast data generated by users and corporations, along with 
permanent internet connectivity, which makes constant 
digital engagement possible. Though the principles and 
values of technology companies cannot always be fully 
known, their pursuit of technological innovation, user 
engagement, and profit are evident. These motives are not 
inherently harmful, but ethical concerns arise when such 
developments lead to user harm, excessive engagement, 
or profit-driven practices that conflict with broader ethical 
frameworks like Freeman’s Stakeholder Theory (Freeman 
2010), which calls for creating value for all stakeholders.

Regarding the positive consequences of AR technologies, 
it is crucial to recognize their potential to address societal 
challenges. For example, AI and AR technologies are 
already being explored under initiatives like “AI for Good” 
to enhance sectors such as healthcare and education. AR 
devices, for instance, could revolutionize education by 
offering immersive historical experiences, facilitating 
a deeper understanding of events. Turner (2022) also 
highlights the potential of AR to enhance cognitive 
capacities, particularly in therapies for cognitive disorders 
like Alzheimer’s, or through medical applications such as 
surgical planning and behavioral health improvement (Apple 
Newsroom 2024).

However, the risks of AR devices must also be considered. 
Turner (2022) identifies three key epistemic issues: digital 
distraction, digital deception, and digital divergence. These 
concerns are amplified by surveillance capitalism (Zuboff 
2019), a data-driven model that exploits user attention. AR 
devices exacerbate digital distraction by overlaying ads and 
reminders on the user’s visual field, while their ability to 

Table 1   Questions for ethical analysis of digital technologies

Name of digital 
technology

Parameter Answer

1. Provide a description of the technology
2. What is the ultimate purpose or intention (finality) of this digital technology?
3. What are the means used (how) for its development?
4. What are the most important principles and values (a priori criteria/axiology) taken into account for its creation?
5. What are the desired or positive consequences (goods) expected with the use of this technology?
6. What are the risks and undesired negative consequences (evils) that could not be avoided?
7. What is the vision of the ideal human being (anthropological model) underlying this technological proposal?
8. What is the vision of the ideal society (sociological model) underlying this technological proposal?
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track eye movement raises privacy issues. Digital deception 
occurs when users are misled by false or manipulated digital 
content, and digital divergence refers to the creation of filter 
bubbles that isolate users from reality.

A comprehensive ethical analysis of AR devices must 
include frameworks such as deontology, virtue ethics, and 
utilitarianism to evaluate duties, consequences, and the 
broader social impact. It is also necessary to address the 
anthropological and sociological models embedded in the 
technology. The humanist vision underlying AR devices 
should be questioned: do these devices prioritize human 
values and dignity? Do they enhance individual well-being, 
or do they exacerbate mental health issues such as anxiety 
and depression?

Furthermore, the affordability of these devices poses an 
issue, as their high cost limits access to wealthier social 
classes, thus increasing social inequality (Roose 2024). 
Environmental concerns are also relevant, as the AI systems 
underlying AR devices contribute significantly to energy 
consumption (Calvert 2024).

The transhumanist and posthumanist implications of AR 
technologies must also be considered. By enhancing human 
cognitive abilities, these devices align with ideologies 
that view human nature as evolving and mutable. Finally, 
the sociological model behind AR technologies should 
be assessed for its societal impact. These devices may 
contribute to both utopian visions of self-constructed 
realities and capitalist exploitation, raising concerns from 
Marxist, liberal, and conservative perspectives. They also 
challenge traditional social structures, potentially fostering 
anarchist ideals or threatening individual freedoms in the 
face of digital manipulation.

A key challenge in implementing digital humanism lies 
in its scalability across diverse contexts. While the proposed 
model provides a structured approach, it may not always 
align with local cultural, legal, and economic realities. 
Future research should explore adaptive ethical models that 
respect local values while upholding universal humanistic 
principles. Comparative case studies could inform a more 
context-sensitive approach to digital humanism.

Furthermore, practical challenges exist in operationalizing 
ethical analysis. Policymakers may struggle to enforce 
standards in a rapidly evolving technological landscape, 
while developers may lack clear guidelines for integrating 
ethics into product design. Multidisciplinary governance 
bodies, including ethicists, technologists, and policymakers, 
could help bridge this gap. In addition, embedding ethics 
early in the development process, such as through value-
sensitive design, may facilitate the alignment of digital 
technologies with humanistic values.

Finally, the limitations of ethical frameworks in 
anticipating unintended consequences must be recognized. 
While AR devices offer numerous benefits, such as 

enhancing education and healthcare, they may also 
exacerbate social inequalities and privilege those with access 
to advanced digital infrastructure. Continuous evaluation of 
ethical guidelines will be necessary to ensure that digital 
humanism evolves in response to the challenges and 
opportunities presented by emerging technologies.

5 � Conclusions

The ethical analysis model proposed in this study aims 
to ensure that emerging digital technologies align with 
the principles of digital humanism, emphasizing human 
dignity and social well-being over economic interests. As 
digital technologies continue to advance, particularly with 
innovations such as AI and augmented reality (AR), this 
approach is increasingly critical. The model provides a 
structured framework for evaluating these technologies, 
anticipating both their benefits and risks, and offering a path 
forward for responsible development.

Digital humanism represents a transformative shift in 
how technology is conceptualized. Rather than focusing 
solely on efficiency or profit maximization, it advocates for 
creating technologies that improve human life and promote 
principles of equity, justice, and privacy. As technologies 
become more embedded in all aspects of life, the goal is to 
enhance human capabilities and contribute to the creation 
of more just societies.

The ethical model facilitates the evaluation of digital 
technologies, identifying potential risks and offering a 
proactive approach to mitigate harm while maximizing 
benefits. Its application before widespread implementation 
allows for a more responsible trajectory for technological 
advancement, helping to safeguard societal well-being in 
the face of rapid technological growth. As we look toward 
the future, the model will be increasingly relevant in guiding 
innovations across industries, particularly in fields where 
new opportunities for positive societal change coexist with 
significant ethical challenges.

The model’s emphasis on transparency is particularly 
important in the context of evolving digital technologies. 
In the wake of privacy scandals and the erosion of trust in 
digital platforms, transparency will be key to rebuilding 
public confidence in new technologies. By advocating 
for clearer communication about technological purposes, 
principles, and consequences, the model paves the way 
for greater accountability in future tech development, 
ensuring that societal benefits are prioritized over short-term 
corporate gains.

However, the ethical model is not designed to stifle 
innovation. On the contrary, it seeks to guide the 
development of transformative technologies by ensuring 
they align with ethical standards. As technologies continue 
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to mature, this model can play a crucial role in ensuring 
that innovation remains rooted in human values. Looking 
forward, its application could extend into new areas such as 
virtual and augmented workplaces, further enhancing human 
productivity and connectivity but also requiring careful 
consideration of new ethical dilemmas.

While the study reveals significant potential in AR 
for sectors such as education and healthcare, it also 
identifies risks that must be addressed proactively. As 
these technologies evolve, it will be necessary to focus 
on reducing digital distraction, safeguarding privacy, and 
addressing issues of social exclusion. Future research and 
ethical deliberations must continue to focus on mitigating 
these risks, ensuring that digital advancements do not 
exacerbate existing social divides but rather contribute to 
inclusivity.

The importance of interdisciplinary collaboration in 
the ethical analysis of emerging technologies cannot be 
overstated. As digital technologies become more pervasive, 
their impact will span a wide range of sectors, including 
psychology, sociology, and economics. The continued 
involvement of technologists, ethicists, sociologists, and 
policymakers will be essential in fostering an ongoing 
dialogue that ensures digital humanism remains relevant 
and adaptable to the fast-evolving technological landscape.

While the proposed ethical analysis model aims to 
align digital innovation with human-centered values, 
it is essential to consider the potential challenges and 
counterarguments. One critique concerns the balance 
between ethical oversight and technological progress. Some 
argue that imposing strict ethical frameworks might slow 
down innovation, as it could add bureaucratic hurdles that 
delay development. Technology companies, especially those 
in competitive markets, may view ethical compliance as an 
obstacle to progress. In addition, the fast pace of digital 
transformation means that ethical guidelines could become 
outdated before they are fully implemented. Addressing this 
concern will likely require a flexible, iterative approach to 
ethical assessment—one that balances accountability with 
adaptability, ensuring that ethical scrutiny does not hinder 
innovation.

Another challenge involves the variability of ethical 
principles across cultures and industries. While digital 
humanism advocates for universal values like human dignity 
and well-being, ethical priorities differ among regions 
and sectors. For example, what is considered an essential 
safeguard in one society might be viewed as a hindrance to 
technological or economic advancement in another. Future 
iterations of the framework could incorporate modular or 
sector-specific guidelines to allow for contextual adaptations 
while preserving core ethical principles. Engaging a broader 
range of stakeholders—ethicists from diverse cultural 
backgrounds and representatives from various technological 

sectors—would enrich the discourse and help ensure the 
model remains both globally relevant and practically viable.

In conclusion, the ethical analysis model presented 
in this study offers a practical tool to help ensure that 
digital technologies are developed in alignment with the 
principles of digital humanism. By promoting transparency, 
accountability, and human well-being, the model can 
contribute to responsible technological advancement, 
ensuring that digital development serves humanity rather 
than diminishing it.
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