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A B S T R A C T

The development of high-temperature superconductors (HTS) has highlighted the need for advanced cryocooling 
technologies capable of achieving high efficiency at extremely low temperatures. Among the various cooling 
techniques, magnetic refrigeration has emerged as a promising method due to its potential for high Carnot ef
ficiency at temperatures corresponding to liquid helium and liquid hydrogen. A test stand has been developed to 
evaluate the heat transfer dynamics and the magnetocaloric effect of packed beds of magnetocaloric materials. 
This article presents the results and analysis of the testing of two magnetocaloric materials, Erbium Aluminum II 
(ErAl2) and Gadolinium Gallium Garnet (GGG), in the range of 4.2–20 K. The recorded temperatures measure
ments are compared with numerical predictions for different fluid mass flow rates, temperatures, and magnetic 
field values. Insights gained from the testing will be used to develop a scaled magnetic refrigerator based on both 
materials.

1. Introduction

Refrigeration systems play a crucial role in a wide array of applica
tions, spanning from near-ambient temperatures of 300 K down to the 
extreme cold of liquid helium, approaching absolute zero [1].

Cryocoolers have been the primary devices for reaching these tem
peratures, and they had significant advancements during the last 20 
years of the 20th century. Despite improvements in cooling power and 
reliability, cryocoolers still face limitations in terms of cost and Carnot 
efficiency [2]. These constraints have spurred ongoing research into 
alternative refrigeration methods. One promising approach is magnetic 
refrigeration [3], which leverages the magnetocaloric effect (MCE) to 
achieve high Carnot efficiencies due to its reversible nature [4].

To effectively model magnetic refrigerators, it is essential to under
stand the underlying heat transfer and fluid dynamics mechanisms. 
While correlations developed for ambient temperature processes [5] 
have been successfully applied down to temperatures as low as 70 K [6], 
there is a scarcity of validated correlations for heat transfer and fluid 
dynamics at liquid helium temperatures.

This study focuses on the development of a numerical model tailored 
to magnetic refrigeration and its experimental validation using a 

custom-built test stand. The article is divided in four sections: the first 
section is dedicated to the development of the numerical model, 
including the governing equations, the numerical scheme and the most 
relevant fluid and material properties, the second section describes the 
experimental test stand and the adopted testing procedure, the third 
section provides the results of the tests and a discussion on how the 
model fits the measured data. Finally, some concluding remarks are 
provided in the last section.

2. Numerical modeling

2.1. Governing equations

It is usual for the modelling of magnetic refrigeration system to 
develop one-dimensional (1D) models, since they are computationally 
efficient and allows the exploration and optimization of different pa
rameters of the cooling system.

For room temperature applications, several 1D models have been 
developed [7], where an incompressible fluid such as water is often used 
as the heat transfer medium, simplifying the mass conservation equation 
and reducing the momentum equation to a balance between the pressure 
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gradient and drag forces. This leads to a model focused on time- 
dependent thermal energy equations for both the fluid and solid 
components.

At cryogenic temperatures, the working fluid is typically a 
compressible gas like helium, which significantly affects the modeling 
approach. Due to helium’s compressibility, its density varies signifi
cantly at cryogenic temperatures, especially below 20 K. Therefore, 

accurate modeling at cryogenic temperatures requires solving the full set 
of nonlinear compressible equations governing fluid motion and energy 
transfer within the porous structure.

The development of such models proves to be challenging as re
ported by [5,8], and certain numerical methodologies are not valid for 
the computation of such models. In this work a similar approach to 
previous developments has been adopted with slight differences, such as 
the inclusion of the housing wall, that will be evident along with the 
description of the model.

For the developed 1D model the following assumptions are 
established: 

– Magnetocaloric effect is a reversible process, and no hysteresis effect 
is accounted for in the model.

– The applied magnetic field (in the empty air gap of the magnetic field 
source) is equal to the internal magnetic field in the magnetocaloric 
material.

– The solid within the regenerator is uniformly distributed with no 
edge effects. No flow leakage or flow bypassing occurs. Any dead 
volume (the volume between the entry/exit of the AMR and valve/ 
flow divider) is neglected.

Having established the main assumptions, we continue to describe 
the physical system model. The general laws that describe the under
going physics are: first, the continuity equation which describes the 
conservation of mass of the working fluid within the regenerator, which 
is given by: 

d
(
ερf
)

dt
+∇

(
ρf u
)
= 0 (1) 

where ρf is the density of the fluid, ε is the porosity, and u is the fluid 
velocity.

Second, the conservation of the fluid’s momentum, in which viscous 
stresses and the convective terms are omitted. Therefore, the momentum 
is given by: 

1
ε

d
(
ρf u
)

dt
= ∇p − Fd (2) 

Fd is the drag force exerted by the solid porous medium on the fluid. And 
third, the energy balance equation for a compressible fluid is given by:  

where E is the total energy of the fluid, i.e., the sum of the internal and 
kinetic energy, h is the enthalpy of the fluid, kf is the effective thermal 
conductivity of the fluid due to axial dispersion, hm and hw are the heat 
transfer coefficient between fluid-magnetocaloric and fluid-wall 
respectively, am and aw are the specific surface area between fluid- 
magnetocaloric and fluid-wall, and Tf , Tm, Tw are the temperatures of 
the fluid, magnetocaloric and wall, respectively.

The thermal equation for the magnetocaloric material is: 

(1 − ε)ρm

(

cm
∂Tm

∂t
+ Tm

(
∂sm

∂μH

)

Tm

∂μH
∂t

)

= ∇⋅
(

keff
m ∇Tm

)
+ hmam

(
Tf − Tm

)

(4) 

where ρm is the density of the material, cM is the specific heat capacity, 
sm is the specific entropy, keff

m is the axial effective thermal conductivity 
of the solid and μ H is the applied magnetic field.

Finally, the thermal equation for the wall is: 

ρw

(

cw
∂Tw

∂t

)

= ∇⋅(kw∇Tw) + hwaw
(
Tf − Tw

)
+ Qloss (5) 

where ρw is the density of the wall, cw is the specific heat capacity of the 
wall, kw is the axial thermal conductivity. The term Qloss represent heat 
losses to the ambient.

Fig. 1 shows a schematic of the 1D model, it includes the heat transfer 
fluid, gas helium in this case, the magnetocaloric material, ErAl2 or 
GGG, and the wall housing of the packed bed.

2.2. Numerical methodology

Eqs. 1–5 are expanded, the velocity is substituted by the mass flow 
rate through the following relation: ṁ = ρf uA, and the density partial 
derivative term of the mass conservation equation is expanded by the 
chain rule to their temperature and pressure components. This modifi
cation yields the following system of equations, with 5 variables (p,ṁ,Tf ,

Tm,Tw) and 5 equations: 

Fig. 1. Conceptual drawing of a 1D AMR model showing the important parameters.

d
(
ρf E
)

dt
+∇

(
uρf h

)
+

1
ε2 ∇

(uρf u2

2

)

= ∇
(
kf∇Tf

)
− hmam

(
Tf − Tm

)
− hwaw

(
Tf − Tw

)
(3) 
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(dρf

dp
dp
dt

+
dρf

dT
dT
dt

)

= −
1

εAL
dṁ
dx

(6) 

1
εAL

dṁ
dt

=
dp
dx

− Fd (7) 

mf cf
dT
dt

=
Af kf

L
d2T
dx2 − ṁcf

dT
dx

− hmam
(
Tf − Tm

)
− hwAw

(
Tf − Tw

)
+

dp
dx

ṁ
ρf

(8) 

mm

(

cm
∂Tm

∂t

)

=
Amkeff

m
L

d2T
dx2 + hmam

(
Tf − Ts

)
− mmTm

(
∂sm

∂μH

)

Tm

∂μH
∂t

(9) 

mwcw
∂Tw

∂t
=

Awkeff
w

L
d2Tw

dx2 + hwaw
(
Tf − Tw

)
+ Qloss (10) 

Where the dimensionless variable x = x/L is used. The heat transfer, 
pressure and axial conductivities adopted correlations in this study are 
addressed in the following section.

The system of partial differential equations (PDEs) is solved in 
MATLAB with the pde1dm solver. This solver is a variation of the 
MATLAB standard pdepe solver with certain modifications and up
grades. Both are based on the work of Skeel and Berzin [9]. Both pro
grams are designed to handle systems of PDEs in one spatial dimension 
and time, using a method of lines (MOL) approach for numerical solu
tion. This method is applied to systems of PDEs in the form: 

c
(

x, t, u,
∂u
∂x

)
∂u
∂t

= x− g ∂
∂x

(

xgf
(

x, t, u,
∂u
∂x

))

+ s
(

x, t, u,
∂u
∂x

)

(11) 

Where u(x, t) represents the solution vector, containing the dependent 

variables (fluid and magnetocaloric temperature), c
(

x, t, u, ∂u
∂x

)

is the 

time-dependent coefficient matrix, f
(

x, t, u, ∂u
∂x

)

denotes the flux vector, 

s
(

x, t, u, ∂u
∂x

)

denotes the source terms, and g is a geometric parameter 

indicating the symmetry of the problem, which in this case takes the 
value of 0.

The method of lines first discretizes the spatial variable while leaving 
the time derivative continuous. The spatial derivatives are approxi
mated using finite-difference schemes. In that way the PDE is converted 
into an ordinary differential equation (ODE) at each point of the grid.

Once the system of PDEs has been discretized in space, it employs an 
ODE solver for the time integration of the resulting system of ODEs. The 
ODE system can be written as: 

M
dU
dt

= F(U, t) (12) 

where U is the vector of all spatially discretized solution components, M 
is the mass matrix, and F(U, t) represents the fluxes and source terms in 
the discretized spatial form.

The time-stepping methods used in both solvers are based on the 
ODE15s solver, which is well-suited for stiff problems. This solver is a 
variable-step, variable-order (VSVO) method that adapts both the step 
size and the order of the solution to efficiently handle stiffness. The 
solver uses backward differentiation formulas (BDFs), which are implicit 
methods known for their stability properties, crucial for accurately 
solving the highly stiff ODEs arising from AMR systems.

The most relevant upgrades of pde1dm solver over traditional pdepe 
is that it allows for spatial vectorization during resolution which 
significantly improves computation time, and allows the computation of 
non-diagonal “c” matrices, which is relevant to this study as Equation (6)
has one non-diagonal term.

2.3. Experimental correlations: Heat transfer, pressure drop and thermal 
conductivity

The transport and heat transfer phenomena are significantly influ
enced by fluid flow characteristics, necessitating the determination of 
the Reynolds number: 

Redp =
dp⋅ṁf

(1 − ε)A⋅μf
(13) 

where dp is the particle diameter, and μf represents the dynamics vis
cosity of the fluid, A denotes the free flow area, and ε the porosity, 
calculated as: 

ε =
VoidVolume
TotalVolume

(14) 

2.3.1. Heat transfer correlations
The heat transfer between the fluid and the magnetocaloric is 

modeled with a heat transfer coefficient (hm), which can be derived from 
empirical Nusselt correlations. Wakao and Kaguei [10] suggest the 
following empirical correlation valid for all Reynolds values: 

Nudp =
dp⋅hm

kf
= 2 + 1.1⋅Pr

1
3⋅Re0.6

dp (15) 

where hc the heat transfer coefficient, kf the thermal conductivity of the 
fluid, Pr the Prandtl number.

Heat transfer between the fluid and the wall is modeled in an anal
ogous manner [11]: 

Nudp = 0.17⋅Re0.17
dp (16) 

2.3.2. Pressure correlations
The parameter Fd in Eq. (2.27) is the drag force exerted by the 

magnetocaloric material in the fluid. For the purposes of this study Fd is 
computed under the Darcy-Forcheimer relation for a packed bed filled 
with spheres of uniform diameter: 

Fd =
μ
K

u +
cf ρf
̅̅̅̅
K

√ |u|u (17) 

where K and cf are established in order to satisfy Ergun correlation [12]: 

K =
ε3d2

p ∅2

150(1 − ε)2 (18) 

cf =
1.75∅
̅̅̅̅̅̅̅̅̅
150

√
ε

3
2

(19) 

where ∅ the shape factor is defined as the ratio between the specific area 
of a regenerator made of spherical particles to the specific area of the 
regenerator bed under consideration.

2.3.3. Effective thermal conductivity
The fluid mixes along the direction of the flow due to the dispersion 

caused by the packed bed. This term can be treated as an axial con
duction term. The total effective conductivity is a sum of the static 
thermal conductivity, and the axial conductivity caused by the disper
sion. According to Kaviani [13], the total effective conductivity can be 
expressed as: 

keff = kstatic + kf Dd (20) 

Hadley [14] presents a correlation for the static fluid conductivity in a 
porous structure: 
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kstatic=kf

⎡

⎢
⎢
⎢
⎣
(1− α0)

εf0+
km

kf
(
1− εf0

)

1− ε
(
1− f0

)
+

km

kf ε
(
1− f0

)

+α0

2
(

km
kf

)2

(1− ε)+(1+2ε)km

kf

(2+ε)km

kf
+1− ε

⎤

⎥
⎥
⎥
⎦

(21) 

f0 = 0.8+0.1ε 

logα0 = − 4.898ε, 0 ≤ ε ≤ 0.0827 

logα0 = − 0.405 − 3.154(ε − 0.0827),0.0827 ≤ ε ≤ 0.298 

logα0 = − 1.084 − 6.778(ε − 0.298),0.298 ≤ ε ≤ 0.580 

For the dispersion coefficient the model presented by Kaviany is used: 

Dd = ε 3
4

Pef (22) 

where Pef is the Peclet number defined as Pef = Ref Prf .

3. Material properties

3.1. Fluid properties

The primary fluid utilized in this study is Helium-4, whose properties 
at low temperatures exhibit significant non-ideal behavior. Accurately 
representing these properties is essential for ensuring the reliability of 
the model. In this work, the thermodynamic properties of Helium-4 are 
determined using bicubic spline interpolation applied to tabulated data 
as functions of internal energy and pressure. This approach offers a 
significant advantage over linear interpolation, where the second de
rivative is discontinuous at each data point and zero within each inter
val. From a thermodynamic perspective, this distinction is critical 
because higher-order derivatives of thermodynamic properties ensure 
consistency with the second law of thermodynamics. Specifically, these 
derivatives preserve the concavity of the fundamental relation with 
respect to energy and the convexity of the energy relation with respect to 
entropy, thereby maintaining thermodynamic stability.

These tables are constructed using a MATLAB code using the data
base provided by the NIST [15]. The helium property tables constructed 
in this fashion include: density, enthalpy, entropy, viscosity, Prandlt 
number, thermal conductivity and Joule Thomson coefficient. Any other 
properties or property derivatives which are required can be obtained 
from this set of properties or their derivatives.

3.2. Magnetocaloric properties

Two magnetocaloric materials have been selected for the analysis 
and development of an experimental demonstrator: ErAl2 and gadolin
ium gallium garnet (GGG).

GGG is a straightforward choice, as it has been the most widely used 
material for cryogenic applications and is a guarantee for evaluating the 
technology. A recompilation of some of the most relevant magnetic 
refrigeration prototypes utilizing GGG and operating in 4.2–20 K range 
are summarized in Table 1.

Other GGG prototypes developed for operating at below liquid He
lium (4.2 K) temperatures are from MIT Cryogenic Engineering 

Laboratory [20], and research groups in Grenoble [21] and Los Alamos 
[22].

On the other hand, a REAl2 compound such as ErAl2 was selected. 
The main reason for this selection was the higher Curie temperature, 
around 12 K, its high relative cooling power in the 4.2–20 K range [23], 
and the possibility of acquiring high quality samples from a reliable 
supplier at a reasonable price.

The properties needed to define the magnetocaloric material 
behaviour in a magnetic refrigeration stage are specific heat, entropy, 
and thermal conductivity, which are dependent on temperature and 
magnetic field. These properties can be reduced to entropy and thermal 
conductivity, as the specific heat can be expressed as a function of 
temperature and entropy: cp = T dS

dT.
In fact, adopting this expression, and having consistent datasets is 

essential to ensure a consistent solution.
The procedure reported by Murphy [24], which adopts the method 

proposed by Price and Mastrup [25], has been adopted to compute the 
properties of GGG. The resulting entropy of GGG from this method is 
shown in Fig. 2. The model has already been validated against experi
mental data from their own measurements. In this case, in Fig. 2, the 
model data is compared against the experimental data from another 
source [26]. The model fits very well, although there are certain dis
crepancies in the high fields and high temperature regions.

Fig. 3 shows the derived properties of GGG as function of tempera
ture and magnetic field: the entropy change, and specific heat.

The theoretical model for computing the magnetothermodynamic 
properties of ErAl2 is adopted from Oliveira et al [23]. Based on this 
model, the entropy of ErAl2 for the easy direction <1,1,1> is shown in 
Fig. 4. In the present study an average entropy of three crystallographic 
directions: <1,1,1>, <1,1,0>, and <1,0,0> was used for the numerical 
model. It is noteworthy to highlight that the magnetic field represented 
in the following figures is the externally applied magnetic field.

Table 1 
Magnetic refrigeration prototypes based on GGG operating between 4.2–20 K

Authors Year Cycle Magnetic source MCM Frequency (f) T. Cooling (Tcold) T. Span (ΔT) Cooling power (Qcooling) Ref.

Los Alamos group 1985 Carnot SM (6 T) GGG <0.1Hz 5 K 6 K ~0.05 W [16]
Toshiba & Tokyo Tech. group 1984 Carnot SM (5.6 T) GGG <0.1Hz 4.2 K >10 K <3 W [17]
Toshiba & Tokyo Tech. group 1986 Carnot SM (4.5 T) GGG 0.38 Hz 4.2 K >10 K 0.95 W [18]
MIT group 1997 GM/AMR SM (4 T) GGG 0.1 Hz 5.6 K ~10 K 0.36 W [19]

Fig. 2. Entropy of GGG as a function of temperature and magnetic field; in solid 
lines the results from the theoretical model, and the markers represent exper
imental data.
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In this case the specific heat is compared against experimental data 
from another literature source [27]. Fig. 5 shows the model and 
experimental results comparison for the specific heat (left), and the 
resulting entropy change (right). The model behaves reasonably well for 
values below 10 K, but certain discrepancies arise near the Curie Tem
perature. In fact, certain discrepancies among experimental data has 
already been reported in [27,28].

For the thermal conductivity of both materials, GGG and ErAl2, only 
its temperature dependence has been used as there is limited informa
tion in the literature about their magnetic field dependence. The values 
used were reported in [29].

4. Experimental method

4.1. Experimental test stand

Fig. 6 presents a schematic of the experimental system, which is 
described with more detail in [30]. The pumping circuit is located at 
ambient temperature. A mechanical pump from KNF which is helium 
compatible was used. The pump is oil free, with low leakage and low 
vibration. The pressure and mass flow of the system are controlled with 
two mass flow controllers (MFC), MFC1 and MFC2 in Fig. 6. Before 
entering the cryostat, side there are three manual valves (MV) which 
control the flow direction inside the cryostat, allowing the testing of two 

Fig. 3. Entropy change (left) and specific heat (right) of GGG as a function of temperature and magnetic field.

Fig. 4. Entropy of ErAl2 derived from the numerical model.

Fig. 5. Entropy change as function of temperature and magnetic field (left). Specific heat of ErAl2 as a function of temperature and magnetic field, solid lines 
represent model results, while markers represent data obtained from the literature [27] (right).
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different materials during the same set of experiments. The helium gas 
goes inside a cryostat and is cooled down in a 3-fluid heat exchanger, 
rejecting heat to the outgoing helium gas, and to the evaporated helium 
from the liquid helium bath where the magnet is submerged. A heater 
controls the temperature at the inlet of each packed bed.

Inside the test bed there is the magnetocaloric material, crushed into 
particles of small diameter (less than 1 mm.), positioned in a packed bed. 
Two MCMs have been selected: Gadolinium Gallium Garnet, GGG or 
Gd3Ga5O12, and Erbium Aluminum (II), ErAl2 (see Fig. 7).

The results presented in the following sections follows the same 
nomenclature, the tests of the ErAl2 start with a 1, and the tests of the 
GGG start with a 2. Table 2 shows the nomenclature of the instrumen
tation for each packed bed.

Fig. 6. Schematic of apparatus and data acquisition system (left), the portion enclosed by dashed lines is inside a cryostat. Cryostat side of the test stand (center). 
Schematic of the heat exchanger (right)

Fig. 7. Schematic of the GGG packed bed showing temperature sensors positions.

Table 2 
Nomenclature for each packed bed instrumentation

PB1: ErAl2 PB2: GGG

Inlet Temperature BP1 BP2
Sensor 1 (x=0) MC1 MC4
Sensor 2 (x=L/2) MC2 MC5
Sensor 3 (x=L) MC3 MC6
Wall Sensor W1 W2

C. Hernando et al.                                                                                                                                                                                                                              Cryogenics 148 (2025) 104074 

6 



4.2. Experimental procedure: Thermal and magnetic tests

The experimental tests are targeted at validating the model presented 
in the previous section. In this work two types of tests have been per
formed: thermal tests based on the single blow method, and magnetic 
tests.

The single-blow testing technique is a transient method used to 
characterize heat exchangers, particularly regenerators like packed 
beds. It originated from early studies by Anzelius, Nusselt, Hausen, and 
Schumann on transient heat transfer between a porous medium and a 
fluid, and it was first applied by Furnas (1932) for measuring heat 
transfer coefficients [31]. Comprehensive reviews of these de
velopments are available in the literature [32–34].

This technique involves introducing a sudden change in the tem
perature of the working fluid at the inlet of the heat exchanger and then 
observing how this temperature pulse propagates through the system. 
The transient response of the system is analyzed to determine the heat 
transfer characteristics, such as the heat transfer coefficient and the 
thermal capacity of the matrix.

The next group of tests, denominated magnetic tests, consist of 
applying a cycle of trapezoidal magnetic fields waveforms with different 
ramping rates, while maintaining constant conditions at the inlet of the 
packed bed: constant temperature and mass flow rate.

Fig. 8 shows a simulation example of a single-blow test (left) and a 
magnetic test (right) performed in the present study.

4.2.1. Testing boundary conditions
The following boundary conditions are applied for the resolution of 

the numerical model, and its comparison against the measured data: 

Tf (x = 0, t) = TMC1(t) (23) 

∂Tf

∂x
(x = L) =

∂Ts

∂x
(x = 0) =

∂Ts

∂x
(x = L) = 0 (24) 

ṁf (x = 0, t) = ṁMC1(t) (25) 

pf (x = 0, t) = pMC1(t) (26) 

∂ṁf

∂x
(x = L) =

∂pf

∂x
(x = L) = 0 (27) 

B(t, x) = Bnom(x)*
I(t)
Inom

(28) 

The inlet temperature TMC1(t), the mass flow ṁMC1(t), pressure pMC1(t), 

and current I(t), are all obtained through real-time data acquisition from 
the instrumentation. Equation (28) relates the magnet current and test 
bed magnetic field as function of time and axial position. The current 
and magnetic field are approximately related by a 100 A to 1 T ratio. 
More details about the magnet characteristics are given in [30].

5. Results and discussions

5.1. Data reduction procedure

Data reduction techniques play a pivotal role in the analysis of 
experimental data obtained from the tests. We identify two primary 
approaches to data reduction: the curve-matching method and the 
variable-reduction method. In this work the curve-matching method will 
be applied.

The curve matching method compares entire predicted and 
measured exit fluid temperature response curves. This method requires 
more computational effort and is sensitive to inaccuracies in modeling 
inlet conditions or heat transfer effects.

Ambient losses were modeled as: Qloss = hambAw(Tw − 4.2), where 
hamb is the heat transfer coefficient between the wall and ambient. A 
value of 4.2 K was set as cold source temperature.

The parameter hamb was optimized to minimize the residuals between 
the measured and predicted temperatures, using fluid measurements at 
x = L/2 (i = 2) and x = L (i = 3), as well as wall measurements from t =
0 to t = tend: 

R =
∑i=3

i=2

[
∑t=tend

t=0

(
Tfi ,t,th − Tfi ,t,exp

)
]1

2

+

[
∑t=tend

t=0

(
Tw,t,th − Tw,t,exp

)
]1/2

(29) 

Furthermore, to evaluate the goodness of the fitting, in addition to the 
residuals, the combined Normalized Root Mean Square Error (NMRMSE) 
is computed as follows: 

CombinedNRMSE =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
∑N

i=1
∑ni

j=1
(
Tij − T̂ ij

)2
√

1
N
∑N

i=1
(
Tmax,i − Tmin,i

) (30) 

where N is the number of temperature datasets (e.g., MC1, MC2, MC3, 
wall temperature), ni is the number of data points in the i-th dataset, Tij 

is experimental value at the j-th time point in the i-th dataset, T̂ ij is the 
theoretical value at the j-th time point in the i-th dataset, and Tmax,i and 
Tmin,i are the maximum and minimum values of the experimental data in 
the i-th dataset.

Fig. 8. Example of the temperature evolution during a single blow test (left), and example of a ramping rate test, where a series of 5 trapezoidal magnetic field 
waveforms is applied to the regenerator while maintaining a constant inlet temperature and mass flow.
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5.2. Results and analysis

5.2.1. Thermal tests: Single blow tests
The single-blow tests conducted at liquid helium temperatures were 

performed at the lowest achievable temperature for the test stand, 
approximately 5 to 6 K. In all instances, hot blows were executed, as 
generating cold blows proved challenging due to the difficulty in 
achieving a steady-state temperature across the entire packed bed, pri
marily because of heat losses to the ambient environment.

Table 3 provides the specific characteristics of each test run, where 
two key variables were adjusted: the magnetic field and the mass flow 
rate.

For the ErAl2 case, the model appears to work reasonably well. The 
NRMSE indicates reasonably low error across all cases. However, the 
graphical comparison shows certain discrepancies. Fig. 9 illustrates the 
results from two ErAl2 tests.

The comparison of SB11 reveals a noticeable discrepancy between 
the experimental and theoretical results, particularly regarding the wall 
temperature. This suggests the presence of additional heat loss mecha
nisms in the test bed, most likely due to heat conduction through the 
walls and two-dimensional effects, such as radial conduction, which are 
not accounted for in the developed model. However, these factors alone 
cannot fully explain the divergence observed in the evolution of the 
packed bed temperature, as heat losses generally slow down the thermal 
response of the packed bed. By contrast, in SB13, the measured tem
perature (MC2-Exp) exhibits a faster response than predicted by the 

model. Several factors could account for this divergence:
First, inaccuracies in the thermophysical properties of ErAl2 may 

play a role. As discussed in the previous section, discrepancies exist in 
the literature regarding the properties of this material. Variations in the 
actual entropy values could partially explain the observed differences. 
Additionally, the entropy has a significant dependence on the magne
tization direction. For instance, it has been reported that the magneto
caloric effect is more pronounced along the easy magnetization 
direction (<1,1,1>) compared to other directions (<1,1,0> or 
<1,0,0>). In this study, an average set of material properties was used 
under the assumption that particles were randomly oriented. However, 
this assumption may not hold if particles distribution was not suffi
ciently arbitrary. Another potential source of divergence lies in property 
changes during the preparation of the packed bed. A similar phenome
non was reported by Yamamoto et al. [35], who observed alterations in 
ErCo2’s magnetocaloric properties during atomization (100–500 μm 
particle size). They attributed these changes to their specific atomization 
process—electrode induction melting gas atomization (EIGA)—which 
involves substantial heating of the material. Two studies have shown a 
similar effect in ErAl2: Yamamoto et al. [36] shows slight differences in 
MCE properties of PIT ErAl2 wires due to the magnetic anisotropy pro
duced by the PIT process, and in Prusty et al. [37] reports that the melt- 
spun process introduced variations into the material MCE properties. In 
the present study, such effects are unlikely to have significantly influ
enced ErAl2, as no substantial temperature changes occurred during its 
atomization process. Nevertheless, it remains unclear how the original 
material was processed prior to its use in the present study, and specific 
measurements are needed to confirm this possibility.

A second potential source of error arises from the lack of local 
measurements for mass flow and pressure. Although all sensors were 
placed near the packed bed for ambient temperature measurements, the 
cryogenic assembly recorded mass flow and pressure in the ambient 
temperature circuit. Local fluid properties may therefore differ sub
stantially, and the assumed boundary conditions may not fully capture 
actual system behavior.

A third option is the inaccurate positioning of the temperature sen
sors along the packed bed, which can also contribute to discrepancies. 
For instance, a larger distance between MC2 and MC3 might explain the 

Fig. 9. SB11-SB14 tests: single blow test of ErAl2 with mass flow of 10–6 g/min for magnetic fields of 0–2 T, and comparison against improved model.

Table 3 
Single blow data test information table

Test Run B (T) Mass Flow (g/min) NRMSE

SB11 ErAl2 0 10 0.1385
SB13 ErAl2 2 10 0.0413
SB15 ErAl2 0 6 0.1434
SB17 ErAl2 2 6 0.0585
SB21 GGG 0 10 0.1651
SB23 GGG 2 10 0.2782
SB25 GGG 0 6 0.2281
SB27 GGG 2 6 0.1747
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larger temperature differences. This possibility was evaluated, and the 
predicted temperatures in the figures include a shaded region repre
senting a ± 5 % positioning error.

Additional unmodeled effects may further undermine accuracy. Ex
amples include radial conduction within the packed bed and sur
rounding wall, nonuniform flow profiles with pronounced entrance and 
exit influences, and variations in porosity throughout the bed.

Next is the analysis of the GGG single blow test results. Fig. 10 shows 
the results from GGG testing. The analysis of GGG presents additional 
challenges, since the temperature sensor measuring the wall tempera
ture malfunctioned during testing, necessitating the use of heat loss data 
from previous tests. This substitution introduces a degree of uncertainty 
into the results.

The model’s predictions for GGG exhibit clear discrepancies, 
particularly at low magnetic fields. These deviations are likely due to the 
low specific heat capacity of GGG in this temperature range, which in
creases its sensitivity to external influences such as ambient losses and 
entrance effects. As the magnetic field increases, resulting in a higher 
specific heat capacity, the model’s accuracy improves slightly, but the fit 

remains suboptimal. This highlights the need for further refinement of 
the model to better capture the thermal behavior of GGG under varying 
conditions.

Similar conclusions to the ErAl2 tests can be drawn. First, accurate 
property measurements of magnetocaloric materials before and after 
preparation (e.g., atomization) are essential to reduce uncertainties in 
modeling and experimental analysis. Second, test bed designs must be 
refined to minimize ambient losses and entrance effects, which currently 
introduce notable discrepancies between measured and predicted re
sults. Third, adding localized measurements of mass flow and pressure 
would enhance data reliability and facilitate more precise validation. 
Furthermore, developing models that account for radial effects and axial 
dispersion could improve predictive accuracy across a broader range of 
conditions.

5.2.2. Magnetic tests
The results analysis section follows a structure similar to that of the 

previous sections: a table is presented containing the fitting results, 
which is accompanied by a graphical comparison between the model 
predictions and the measured data.

The data presented in Table 4 provide several key observations. First, 
the NRMSE for most tests, with the exception of those conducted at 15 K, 
falls within the range of 0.15 to 0.25. In contrast, tests performed at 15 K 
exhibit poorer agreement, with NRMSE values ranging from approxi
mately 0.4 to 0.55. This fact supports previous observation suggesting 
that ErAl2 properties may be inaccurate, especially near the Curie tem
perature, which as reported in Fig. 5 is where properties from the 
literature significantly diverged.

Fig. 11 illustrates a comparison between the model predictions and 
experimental measurements for selected tests. A reasonable agreement 
is evident in these cases. For figure clarity the current evolution is not 
displayed.

Table 5 presents the results of the GGG magnetic tests. The results of 

Table 4 
ErAl2 magnetic test results information table

Title B (T) dI/dt (A/s) Tstart (K) Mass Flow (g/min) NRMSE

VT110 1 20 6 10 0.4486
VT111 2 20 6 10 0.2667
VT112 3 20 6 10 0.1410
VT113 1 20 10 10 0.2139
VT114 2 20 10 10 0.2113
VT115 3 20 10 10 0.1665
VT116 1 20 15 10 0.5346
VT117 2 20 15 10 0.4905
VT118 3 20 15 10 0.4341

Fig. 10. SB21-SB24 tests: single blow test of GGG with mass flow of 10–6 g/min for magnetic fields of 0–2 T, and comparison against improved model.
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the GGG testing are mixed. The discrepancies are more pronounced in 
the low mass flow rate (low Reynolds) region. This discrepancy suggests 
that the flow may not have fully developed. A plausible explanation for 
these observations is that the flow transitions toward a laminar regime 

as the Reynolds number decreases. In such conditions, axial and radial 
dispersion effects may become more significant than predicted, and may 
exert a greater influence on flow dynamics. In either case, more testing is 
needed to confirm this observations.

Fig. 12 illustrates the comparison for the experimental and model 
prediction.

6. Conclusions

The testing of ErAl2 and GGG packed beds has provided valuable 
insights into their magnetocaloric properties and the associated chal
lenges of modeling their thermal behavior at cryogenic temperatures. 
The experimental results revealed discrepancies between measured and 
predicted temperature responses, which were attributed to several fac
tors, including ambient losses, material property variations, and 

Fig. 12. Comparison of experimental and theoretical values from GGG magnetic tests.

Fig. 11. Comparison of experimental and theoretical values from ErAl2 magnetic tests.

Table 5 
GGG magnetic test results information table

Title B (T) dI/dt (A/s) Tstart (K) Mass Flow (g/min) NRMSE

VT25 2 20 10 6 0.5572
VT26 3 20 10 6 0.3428
VT214 2 20 10 10 0.0890
VT215 3 20 10 10 0.1222
VT220 4 20 10 10 0.1826
VT221 2 20 10 15 0.1880

C. Hernando et al.                                                                                                                                                                                                                              Cryogenics 148 (2025) 104074 

10 



entrance/exit effects.
These findings underscore the need for further refinement of both 

experimental setups and numerical models. Improved local measure
ments of pressure and mass flow within the packed bed would enhance 
data reliability and model accuracy. Additionally, incorporating more 
advanced models that account for axial dispersion and radial effects is 
essential for better capturing the dynamics of cryogenic magnetocaloric 
systems. Comprehensive measurements of magnetocaloric properties 
across a broader range of temperatures and magnetic fields are also 
critical for reducing uncertainties in material behavior predictions.

Addressing these challenges will contribute to developing more ac
curate and reliable models for magnetocaloric refrigeration systems, 
advancing the field of cryogenic cooling for high-temperature super
conductor applications.
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