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Summary

Hand gesture recognition and classification play a pivotal role in automating Human-
Computer Interaction (HCI) and have garnered substantial attention in research. In this
study, the focus is placed on the application of gesture recognition in surgical settings
to provide valuable feedback during medical training. A tool gesture classification system
based on Deep Learning (DL) techniques is proposed, specifically employing a Long Short
Term Memory (LSTM)-based model with an attention mechanism. The research is struc-
tured in three key stages: data pre-processing to eliminate outliers and smooth trajectories,
addressing noise from surgical instrument data acquisition; data augmentation to overcome
data scarcity by generating new trajectories through controlled spatial transformations;

and the implementation and evaluation of the DL-based classification strategy. The dataset
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used includes recordings from ten participants with varying surgical experience, covering

three types of trajectories and involving both right and left arms. The proposed classifier,
combined with the data augmentation strategy, is assessed for its effectiveness in classi-
fying all acquired gestures. The performance of the proposed model is evaluated against
other DL-based methodologies commonly employed in surgical gesture classification. The
results indicate that the proposed approach outperforms these benchmark methods, achiev-

ing higher classification accuracy and robustness in distinguishing diverse surgical gestures.
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1 | INTRODUCTION

Minimally Invasive Surgery (MIS) has been a significant area of scientific research since the early 19th century, aiming to develop methods and
provide solutions for surgical procedures with minimal incisions. MIS enables access to the patient’s abdominal cavity or pelvis while reducing the
need for large incisions and minimizing damage to surrounding tissues. This approach has demonstrated superior outcomes and shorter recovery
times compared to traditional surgeryl. However, the transition to laparoscopic surgery presents challenges in terms of knowledge transfer and
the acquisition of specific psycho-motor skills, including depth perception, hand-screen coordination, and the loss of touch perception'. Tradition-
ally, these skills were acquired through the use of human corpses and animal models. However, simulation-based approaches that replicate surgical
procedures have gained popularity as effective training tools. These alternatives not only facilitate skill acquisition but also provide metrics for per-
formance assessment, learning curve measurement, and operation monitoring. Over the past few decades, researchers have developed numerous
objective metrics to classify training surgical trajectories and provide valuable feedback to trainees=. These metrics aim to differentiate gestures

based on their geometric and kinematic features, as well as the expertise of the individuals performing the movements. This research field, known
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as surgical gesture recognition, continues to evolve due to technical challenges associated with spatial complexity, repeatability, temporal variance,
and changes in movement orientation.

Gesture recognition has found widespread application in Human-Computer Interaction (HCI), where interfaces enable intuitive and efficient
interaction with virtual environments. HCI interfaces have proven particularly valuable in surgical training, enabling participants to simulate sce-
narios and interact with surgical environments®. Various tracking instruments, such as video cameras, accelerometers, electromagnetic devices,
and sensors, are commonly employed to capture gesture trajectories in simulation environments=2. These trajectories are typically represented
as sequences of centroids of the rigid body, obtained by computing the centroidal position of the hand or instrument over time’. Consequently,
dynamic-based analysis approaches are necessary to handle these trajectory sequences. However, dynamic gesture recognition using sensors poses
several challenges that can impact algorithm performance. Studies have revealed that combining trajectories with different dynamic behaviors can
reduce the accuracy of recognition algorithmsZ. While several Machine Learning (ML) based methods have been proposed to enhance gesture
recognition, they often struggle with the dynamic and unstructured nature of surgical gestures, which can vary greatly in speed and complexity.
Traditional models may not effectively handle the temporal dependencies and nuances of these movements. Moreover, conventional ML-based
models often require substantial computational resources and may not generalize well across different surgical scenarios or gesture types without
extensive training on large, varied datasets'€.

The proposed approach leverages the power of Long Short Term Memory (LSTM) models enhanced with attention mechanisms. Unlike traditional
ML models, and within the context of Deep Learning (DL), LSTMs are adept at capturing long-term dependencies in time-series data, making
them particularly suited for the temporal variability in surgical gesture data. The addition of attention mechanisms allows the model to focus
dynamically on the most relevant segments of the data sequence, enhancing the model’s ability to discern subtle differences in gesture execution
that are required for accurate classification. This capability addresses the common drawbacks of insufficient sensitivity to the context and sequence
structure that often hinder many existing DL approaches. To address the challenge of limited available data in this domain, an augmentation
strategy is introduced, which generates new trajectories by applying controlled spatial transformations such as scaling, rotation, and translation to
the existing ones. This data augmentation not only expands the diversity and size of the dataset but also helps to capture spatial dependencies
of hand gestures, enhancing the learning process and improving the model's generalization ability. Finally, the performance of the LSTM-based
model including an attention mechanism is evaluated, and compared to other DL-based strategies for surgical gesture classification. The primary
objective is to assess the ability of the algorithm to extract sufficient features for accurate gesture classification by analyzing the coordinates of
the laparoscopic instrument’s rigid body over time.

This paper is structured as follows. In Section [2} an extensive review of the existing literature in the field of gesture recognition is provided,
discussing the latest advancements and relevant studies. Section[3]describes the fundamentals of the base models proposed in this study. Section[4]
presents the comprehensive methodology proposed in this study, outlining the data pre-processing techniques, the data augmentation strategy, and
the implementation of a DL-based classification model utilizing an LSTM architecture with an attention mechanism. In Section[5] the experimental
results obtained from the conducted trials are presented and analyzed in detail, including performance metrics and comparisons with baseline
methods. Finally, Section[é]summarizes the main conclusions drawn from the research, highlighting the contributions made to the field of gesture

recognition in surgical contexts and the efficacy of the proposed approach in accurately classifying diverse surgical gestures.

2 | LITERATURE REVIEW

Numerous studies have employed a diverse range of mathematical and computational techniques to tackle gesture classification. Despite these
efforts, the field continues to be an active area of research due to the aforementioned challenges. Initially, researchers proposed basic measures
based on global features to quickly and easily evaluate performance and classify surgical gestures?. This approach represents one of the most
prevalent types of hand gesture classification techniques. The underlying concept behind these algorithms is to compute global quantities that
enable the analysis of surgical skills. It is logical to assume that factors such as the length or duration of the instrument’s path, the smoothness of
the trajectory, or the total number of errors are related to the expertise level of the performer. Although these measures are straightforward to
calculate and analyze, they do not produce high accuracy values and provide limited information and feedback regarding movement execution.

In contrast to global methods, there exist strategies that focus on analyzing gestures locally2. This approach involves decomposing the overall
trajectory into smaller segments and independently analyzing these segments to create a qualitative description of the movement®. Local analysis
techniques have been extensively explored in the context of surgical skill assessmentL, Unlike global-based metrics, local metrics enable com-
parisons between experts and novices and across different types of gestures!2. One of the key advantages of this approach is its suitability for
classifying 3D movementsZ3 and incorporating the temporal dimensionZ, leading to significant classification results. Various examples of local
metrics include gradient direction arc length2, affine velocity™2¢, and signal decomposition?Z. Among the local algorithms widely used in the
literature are Hidden Markov Models (HMM)18, Dynamic Time Warping (DTW)22, Longest Common Sub-Sequence (LCSS)2%, and Support Vector
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Machines (SVM)2L, However, these metrics can be computationally expensive and challenging to calculate??, prompting the exploration of alter-
native methods to address these technical issues. Exploring further alternatives, genetic algorithms have been employed for gesture recognition,
as demonstrated in the studies proposed in22 and?%. In23, Kaluri et al. developed a system that employed a median filter for noise removal, fol-
lowed by segmentation using the Modified Region Growing Algorithm (MRGA). The feature extraction and recognition phases were handled by
an Adaptive Genetic Fuzzy Classifier (AGFC). This approach was innovative in integrating genetic algorithms with fuzzy logic to optimize the rule
set generated by the classifier, enhancing the system’s accuracy in distinguishing different sign language gestures. In2%, the study built on the pre-
vious work but introduced several refinements to enhance the robustness and accuracy of the gesture recognition process. This work employed
an adaptive filter for more effective noise reduction and used a region growing algorithm for segmentation. Additionally, this framework was as-
sessed against a SVM classifier, providing a comparative analysis that highlighted the strengths of genetic algorithms in handling complex gesture
recognition tasks. These studies showcased the potential of genetic algorithms in optimizing the feature extraction process, enhancing the overall
classification accuracy. However, despite their utility, genetic algorithms generally require significant computational resources and may not achieve
the optimal solution efficiently, which can limit their practicality for surgical applications in real-time'22.

In this context, Artificial Neural Networks (ANNs) have achieved remarkable success in addressing the challenge of gesture classification, con-
sistently demonstrating high accuracy rates in multi-level classification studies®. In a recent systematic review by Yanik et al.2Z, a comprehensive
overview of DL-based strategies for assessing surgical skills highlighted the numerous advantages offered by the implementation of ANNSs. Firstly,
ANNSs possess powerful self-learning capabilities, eliminating the need for explicit programming of feature extraction algorithms. This inherent
capability enables ANNs to automatically extract relevant features from input signals, relieving researchers from the burden of manual feature
engineering. Furthermore, ANNs exhibit remarkable flexibility, allowing them to adapt and maintain robust performance even in the presence of
slight variations in the input data. Their ability to capture intricate interactions and patterns positions them as one of the most potent techniques
for analyzing gesture data, uncovering hidden information that may elude traditional methods. Notably, ANNs offer significant computational ef-
ficiency gains, substantially reducing the time required for classification tasks once the training process is completed. This efficiency makes ANNs
highly practical and suitable for real-time gesture recognition applications2¢. In terms of architectures, while MultiLayer Perceptron Neural Net-
works (MLPNN) have been widely implemented, Recurrent Neural Networks (RNNSs) are often preferred for modeling dynamic gestures due to
their inherent advantages, particularly in capturing temporal dependencies. In this research domain, a notable study conducted by Bailador et al.28
analyzed a database comprising 320 instances classified into eight distinct surgical gestures. The results demonstrated that when specific con-
straints were imposed on the dataset, the success rates on the training set reached an impressive 94%. Conversely, in the research developed by
Mazomenos et al.2?, eight different participants performed three distinct gestures, which were classified using a single RNN-based architecture.
The accuracy achieved was approximately 60%. These findings suggest that RNNs require a substantial number of training examples to achieve
high accuracy rates®. Additionally, it is worth noting that RNNs exhibit less favorable performance metrics when dealing with long-duration tem-
poral dependencies, as they are prone to the vanishing and exploding gradient problems during training. This inherent limitation can significantly
degrade the accuracy of the models when processing longer input sequences, making them less effective for tasks that require capturing extensive
temporal information2€.

To address the challenges associated with RNNs in dynamic gesture classification, the Long Short Term Memory (LSTM) models were developed
and have emerged as one of the preferred DL architectures. In a study developed by Cifuentes et al.9, an experiment was conducted to compare
the performance of LSTM and RNNs in modeling 3D medical gestures captured using a laparoscopic instrument. The dataset included gestures
performed by 14 surgeons, consisting of 8 novices and 6 juniors. The results demonstrated that LSTM outperformed RNNs in accuracy, achieving
99.1% and 96% respectively. Similarly, Hasseb & Parasuraman®¥ used a device equipped with movement sensors to acquire three different gestures,
achieving results of up to 94%. To enhance the discriminative capability of LSTMs, several proposals have been made, including the adoption of
Gated Recurrent Unit (GRU), Bidirectional Long Short-Term Memory Recurrent Neural Networks (BiLSTM), and Bidirectional Gated Recurrent Unit
(BiGRU). These architectures often provide more abstract and useful representations. However, they still face challenges in capturing patterns
when dealing with large intra-class and inter-class variability. The intra-class variability primarily arises from variations in user performance, while
the inter-class variability is mainly due to the similarity among different gestures. For instance, Hung et al.22 tested a GRU architecture to classify
two suturing gestures using image tracking. The experiment was conducted using a dataset comprising 122 training samples, 31 validation samples,
and 31 test samples, achieving an accuracy of 86.67%. In the case of BiLSTM, this architecture leverages the idea that a gesture at a specific time-
step may depend on both past and future context23. The research proposals described in23 and®# demonstrate the effectiveness of BiLSTM-based
approaches.

Using this approach, an insightful investigation conducted by Lefebvre et al.23 employed a dataset comprising 1540 distinct gestures, which
were performed by a group of 22 individuals. This comprehensive dataset encompassed 14 different gestures, each executed with a commendable
level of expertise and repeatability, as they were repeated five times. To capture the intricate nuances and subtleties of these gestures, state-of-
the-art accelerometer and gyroscope sensors were employed, ensuring the capture of highly detailed and accurate movement data. Building upon
this dataset, the BiLSTM-RNN approach was expertly applied, leading to successful outcomes. In fact, the mean classification rate achieved for
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a selected subset of 616 test gestures reached a value of 95.57%. While the BiLSTM-RNN approach demonstrated impressive results in gesture
classification, Convolutional Neural Networks (CNNs) could offer complementary advantages. Their superior spatial feature extraction capabilities
and computational efficiency make them an attractive alternative for further enhancing the accuracy and performance in gesture recognition tasks,
especially with complex sensor data®23¢. |n this research line, in®2, a CNN algorithm was employed on two distinct video-based datasets. The first
dataset comprised 1239 training, 411 validation, and 431 testing videos, encompassing 83 distinct gestures. The second dataset consisted of 1050
training and 482 test videos, featuring 25 gesture classes. The achieved accuracy values for these datasets were 94.04% and 83.82%, respectively.
Moreover, in a notable contribution, Gadekallu et al. implemented a novel crow search-based convolutional neural networks model in gesture
recognition within the HCI domain. Utilizing a publicly available hand gesture dataset, the study applied a one-hot encoding technique for data
pre-processing, followed by the crow search algorithm to optimize hyper-parameters for CNN training. This method effectively excluded irrelevant
parameters, significantly enhancing the classification accuracy of hand gestures. The model reported a high training and testing accuracies of 99.9%,
underscoring its superiority over traditional models in HCI scenarios=Z. Additional examples in the literature demonstrate the efficacy of CNN-
based approaches, such as®, where CNN algorithms were utilized to accurately recognize various fingertip positions through image processing,
achieving a minimum accuracy of 99.90%. However, the aforementioned approaches encounter challenges when dealing with a large number of
diverse gestures. The primary issue is that the accuracy of recognition methods tends to decrease as the number of classification levels increases.
This reduction in performance is attributed to both inter- and intra-variability among the gestures. Inter-variability refers to the differences in
gesture execution between different individuals, while intra-variability describes the variations in gesture performance across different attempts
by the same individual. These variabilities introduce a level of complexity that standard CNN architectures might struggle to manage effectively=2.

To overcome this challenge, researchers have explored the combination of RNNs and CNNs, leading to the development of innovative architec-
tures like Long Short Term Memory - Fully Convolutional Networks (LSTM-FCN). As elucidated by the authors, LSTM facilitates time-dependent
learning of complex information, while FCNs enable efficient gesture prediction by extracting abstract spatial features. Notably, in®2, five users
performed 50 different types of gestures using a WiFi data glove sensor-based approach, achieving an average accuracy of 98.9% in the test-
ing set. Similarly, other studies, such as?, demonstrated relative high accuracy (98%) by combining depth and skeleton information to recognize
14 distinct gesture types. While FCNs are efficient in gesture prediction by extracting abstract spatial features, they often lack the capability to
capture complex temporal dependencies, which is crucial in gesture classification. On the other hand, TCNs (Temporal Convolutional Networks)
combine the feature extraction efficiency of CNNs with a specialized structure for handling temporal sequences, offering a more balanced and ro-
bust approach for dynamic gesture recognition. In this context, a notable study proposed in“Y investigated the impact of label granularity on the
performance and generalization of robotic activity systems during surgical gesture recognition tasks, specifically examining TCNs. This research
made significant strides by comparing the performance of TCNs at various levels of the surgical hierarchy using only kinematic data. As a result,
it was also found that models trained on aggregated data from multiple tasks significantly enhanced performance. Particularly, the inclusion of a
small portion of target task data in the training set markedly improved the accuracy of surgeme classification models.

Recent advancements in the field have included the proposal of alternative strategies, specifically involving Graph Neural Networks (GNNs), as
detailed in424344, Notably,43 introduces an efficient graph convolutional network tailored for dynamic hand gesture recognition. This model stands
out for its enhanced spatiotemporal feature learning capabilities, demonstrating competitive performance alongside current state-of-the-art deep
learning-based approaches. A key strength of GCNNs, as exemplified in this model, is their graph-based learning framework. This framework is
adept at effectively representing and processing relational dependencies among diverse data points or features. Such a capability is particularly
beneficial in handling data characterized by complex, graph-like structures. This approach offers a more comprehensive understanding of the data,
a significant advancement over the traditional sequential processing methods employed by TCNs. Upon these advances in GCNNs for gesture
recognition, the integration of attention mechanisms is proposed to be incorporated, which is anticipated to further enhance the performance of
these techniques. By focusing on key features within complex data structures, attention mechanisms enable the model to prioritize and weigh the
most relevant information more effectively. This targeted approach, combined with other architectures that model temporal dependencies such as

LSTM RNNEs, is expected to yield more accurate recognition of dynamic hand gestures.

3 | GESTURE CLASSIFICATION FRAMEWORK USING DEEP LEARNING STRATEGIES

DL encompasses a set of Machine Learning (ML) algorithms that facilitate the modeling of data through nonlinear transformations2. DL algorithms
have found applications in various domains, including gesture classification. Within this context, this paper focuses on analyzing DL-based architec-
tures that effectively leverage the temporal dependencies present in data sequences. While conventional neural architectures assume independent
samples, time series data, on the other hand, exhibit correlations between the data point at time ¢ and its past and future counterparts. Overlook-
ing these relationships would result in the loss of valuable information. Hence, it becomes imperative to incorporate algorithms that process data

in a sequential manner. DL-based algorithms offer the advantages of robustness against noise and automatic discovery of nonlinear relationships
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within data®¢. Nevertheless, working with time-series data entails a meticulous process, as modeling sequences poses challenges, and even mi-
nor fluctuations in trends or seasonality can impact model performance4®. Among DL-based strategies, RNNs are particularly adept at handling
sequential data, making them highly relevant for applications such as gesture classification, where temporal dependencies significantly influence
performance. Unlike conventional neural architectures which assume independent data samples, RNNs consider the correlations between consec-
utive data points in a time series, a critical feature for capturing the nuances of gesture sequences. This consideration prevents the loss of valuable
temporal information, ensuring that each data point contributes contextually to the overall pattern recognition. Given their significance in handling
temporal dependencies, RNNs will be extensively explored in this section. Additionally, this section will introduce a specialized data augmentation
strategy designed for multi-dimensional data, providing a detailed examination of both the theoretical foundations and practical applications of
these techniques in gesture classification.

3.1 | Recurrent Neural Networks for Time Series

RNNs evolved as an extension of MLPNNSs, providing a significant advantage in handling sequences of varying lengths. Their effectiveness lies in
their ability to capture both short-term and long-term dependencies within data. Notably, RNNs have proven to be robust performers, even without
extensive pre-processing of the data®Z. In this approach, the network takes d-dimensional data sequences of length n as input, represented as
r1,T2, ..., Tn. The fundamental concept underlying RNNs is that the d-dimensional input at time ¢, denoted as x:, should possess knowledge of
previous inputs. This is achieved through the utilization of a “hidden state”, which serves as a form of local memory, preserving relevant patterns
from previous time steps to inform subsequent updates®Z. Consequently, past activations can contribute to modeling the current behavior4é.
Mathematically, the hidden state h at time ¢ is a function f of the sequence value at time ¢ and the hidden state from the preceding time step (t—1):
he - 0, t=0 o "
tanh (Wypae + Wrphi—1) otherwise
where tanh represents a non-linear function, such as the sigmoid function. W,;, denotes the input-hidden matrix, and W}, represents the
hidden-hidden matrix. Additionally, W},,, is defined as the hidden-output matrix. Consequently, the output probabilities are learned from the hidden
states using the following expression:
Y+ = Whyhe (2)
The basic architecture of an RNN is depicted in Figure[T] which has demonstrated successful implementation in various applications. However, it
has been observed that training becomes challenging when time sequences exhibit long-term dependencies, primarily due to the issue of vanishing
gradients*?, To address this problem, more advanced models such as LSTM and GRU networks were developed=2. The subsequent section will

provide detailed explanations of prominent LSTM architecture, frequently referenced in the literature.
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Figure 1 RNN Network Representation
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3.2 | Vanilla Long Short Term Memory

LSTM networks were developed as an extension of the basic components of RNNs, specifically to address the vanishing gradient problem and
improve the memory capacity for retaining past data’®. The fundamental LSTM architecture incorporates key components that significantly improve
the predictive capabilities of RNNs in time-series analysis. In this approach, the input vector of length n is represented as z¢, and the hidden state
of the k-th layer in a multi-layer LSTM is denoted as hgk). LSTMs utilize a cell state, denoted as c§k>, to bolster their ability to store long-term
information. This is achieved through various operations on previous cell states, including “forgetting” and “updating” mechanisms, which allow the
network to selectively retain relevant information and discard less important data. The architecture of LSTMs includes three main components:
the input gate i, the forget gate f, and the output gate o. Each of these gates controls the flow of information into, out of, and within the cell
state, respectively. The input gate regulates the amount of new information to be stored in the cell state ¢, while the forget gate determines which
existing information is retained or discarded. The output gate controls the amount of information that is exposed to the next layer of the LSTM
or the final prediction. These gating mechanisms endow LSTMs with the ability to learn and adapt over long sequences, making them particularly
effective for time-series data. The computation of these intermediate gates can be expressed in equation [3] By employing this memory storage
approach, LSTM models effectively mitigate gradient instability issues. This is accomplished by allowing states in different temporal layers to share

more similarity through long-term memory, which results in reduced disparity in gradients concerning incoming weightsZ.

Input Gate: .
sigm
. . k—1
Forget Gate: f B U [h%k) ) } -
Output Gate: | © sigm hy”
New C.-State: - € tanh

where sigm represents the sigmoid function, tanh denotes any non-linear function, and W (¥) describes the weight matrix. Once the interme-
diate values are computed, the cell state or memory unit ¢(*)¢ is updated. This involves selectively ignoring a portion of the previous memory
c(t — 1)(]“) with a weight of f and incorporating additional content ¢ with a weight of 7. The updates to the long-term memory can be expressed us-
ing Equation[4] Simultaneously, the hidden state is also updated using Equation[5] where ® denotes the element-wise product. For visual reference,
Figure2]illustrates the architecture of a Vanilla LSTM.

M =fodh +ioe (4)
hgm = 0 ® tanh <c§k)) (5)
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Figure 2 LSTM Network Representation
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Within this field of research, recent investigations have put forth several methodologies aimed at augmenting the capabilities of conven-
tional LSTM networks. Among these techniques, the integration of attention mechanisms has emerged as a particularly promising approach,

demonstrating notable advancements in both accuracy and efficiency for such networks2L,

3.3 | Attention Mechanisms

The concept of attention mechanism originally emerged in the field of neural machine translation, where its purpose was to automatically translate
text from one language to another. In traditional sequence-to-sequence models, the input sentence is encoded into a fixed-length vector and
then decoded to generate the output sentence. However, this fixed-length encoding poses challenges when dealing with long input sentences,
potentially leading to the loss of relevant information and resulting in inaccurate translations. To address this issue, the attention mechanism
enables the decoder to selectively focus on different segments of the input sentence. During the decoding process, the attention mechanism
computes a weighted sum of the encoding vectors of the input sentence, where the model learns these weights automatically. By using the attention
mechanism, the decoder can effectively pay more attention to the important parts of the input sequence, leading to better translation results.

In the time series classification field, attention mechanisms have demonstrated their effectiveness in capturing intricate dependencies and
patterns within the dataY. Similar to machine translation, time series classification often involves handling lengthy input sequences. In such cases,
attention mechanisms can effectively model temporal dependencies by focusing on the most relevant segments of the series at each step of the
classification process. Recognizing these advantages, the LSTM model proposed in this study incorporates an attention mechanism. The proposed
forecasting approach is depicted in Figure@ where the LSTM is initially trained on a set of time series with a length of &, enabling the acquisition
of the hidden state at each time step.

[ LSTM ]—»[ LSTM H LSTM ] Linear

ATTENTION

X

Figure 3 Overview of each stage involved in the proposed classification approach.

3.4 | Data Augmentation Strategies

Overfitting occurs when a model’s ability to generalize is compromised, meaning that a high level of accuracy on the training dataset does not
necessarily translate to good performance on the testing dataset. This problem becomes more pronounced when the available dataset is small
or when dealing with complex relationships. NNs are generally susceptible to overfitting, but there are techniques to mitigate this issue, such as
regularization, parameter sharing, and data augmentation, among others“4Z. Data augmentation is a strategy employed to artificially expand the
training dataset, making it appear as if the new data is generated from the same underlying distribution22. However, to generate meaningful data
within the specific domain of study and adhere to valid transformations, domain expertise is required. This requires careful design, implementation,
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and validation of the transformation set for each new domain, limiting its reusability and generality2. Intuitively, data augmentation is valuable
for increasing the quantity and diversity of the data and providing the model with knowledge about invariances within the data domain®4. Data
augmentation offers a primary advantage over other methods to address overfitting, as it targets the root of the problem by enriching the training
dataset2, While data augmentation techniques have been extensively studied in domains such as images, speech, and computer vision¢, their
exploration in the context of 3D kinematic data remains comparatively limited.

Most approaches for modeling 3D kinematic data are based on time series strategies, which have been explored in the context of time series
classification2Z, time series forecasting®, and anomaly detection over time22. However, these methods are still under development due to the
inherent challenges posed by time series data, such as temporal dependencies among variables. In fact, the modeling of multivariate time series
remains underdeveloped, as current models are still unable to fully capture the complex dynamics of variables over time'®?, In time domain methods,
changes are typically applied directly to the input time series. Common strategies include introducing noise patterns, such as Gaussian noise, spikes,
or slope-like trends®?. Frequency domain strategies, on the other hand, involve transformations applied to the original data in the frequency domain,
although they are less prevalent than time domain methods. For example, Gao et al.! proposed interfering with the input signal by performing
transformations on its amplitude and phase spectrum, using the resulting series to train a convolutional neural network. Lastly, time-frequency
domain methods, despite being extensively studied for time series analysis, are still in early stages of development for data augmentation. For
instance, Steven Eyobu et al.°2 used short Fourier transformations to extract time-frequency features and train an LSTM network for classification,
achieving promising results in terms of performance. However, these strategies face a challenge when applied to 3D kinematic data, as they do
not consider the spatial correlation among the three temporal series that represent the spatial trajectories over time. Consequently, alternative
methodologies have been developed that incorporate spatial transformations while preserving the overall shape of the trajectory and the inherent

progression of the sequence. The most prevalent transformations in this context include scaling, rotation, and translation of the 3D trajectories.

4 | MATERIALS AND METHODS

4.1 | Data

Data collection for this study involved capturing the spatial position of a laparoscopic instrument during the execution of three distinct pre-defined
trajectories, considering a sampling rate of 30 samples per second. Participants were tasked with performing navigation movements while avoiding
a set of pegs using the laparoscopic instrument within an Endo-trainer simulator (see Figure . Each participant completed a total of 20 attempts
for each trajectory type, with an even distribution between their left and right hand, resulting in 10 attempts per hand. The arrangement of
the pegs varied within each trajectory type, leading to distinct movement requirements compared to the other two trajectories. As a result, the
initial database comprised 600 different trials. These trajectories were specifically designed to train and assess the spatial perception of trainees
when using laparoscopic instruments. The number of trials was determined based on several factors, including participant availability, the dynamic
nature and diversity of the gestures, and the need for data quality and consistency. Each gesture within the trials encompassed diverse depth
and curvature characteristics, representative of the varied forms and execution patterns inherent in hand gesture recognition. Despite the modest
size, the dataset is considered sufficiently representative due to the comprehensive range of depth perceptions critical in laparoscopic surgery
covered by the trials. Moreover, the implementation of a subsequent data augmentation strategy, coupled with the capabilities of the proposed
deep learning models, particularly the LSTM-based approach with an attention mechanism, enables effective learning and pattern extraction from
this initial dataset, maximizing the utility of each trial.

The acquired dataset contains several pieces of relevant information for the study. Firstly, the participant ID served as a unique identifier for
each of the 10 participants. The trajectory label indicated one of the three distinct trajectory types, while the hand marker specified whether
the gesture was executed with the right or left hand. Additionally, for each participant, a trial ID distinguished each of the 10 different attempts

performed for each trajectory and hand combination. Lastly, the XYZ-coordinates represented the 3D position of the instrument at each time step.

4.2 | Proposed Methodology

Figure[5]provides an overview of the methodology followed in this study. The section is structured to offer a comprehensive explanation of the pre-
processing steps required for cleaning and preparing the 3D sequences. Subsequently, an in-depth description of the employed data augmentation
strategy is presented. Finally, this section discusses the modeling step, encompassing the practical implementation details of the NN-based models
used in this research.
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Figure 5 Proposed Methodology Overview: Data Pre-processing, Data Augmentation, and Deep Learning-Based Classification

4.2.1 | Data Pre-processing

The data in this study presented two main challenges: missing values and high-frequency noise. The position coordinates of the instrument at each
time step were obtained using six sensors that triangulated the position of the rigid body. However, in some cases, this information was missing,
resulting in missing values, or the sensors detected values that were deemed impossible based on the experiment’s configuration, resulting in
outliers. To address these issues, a strategy was developed that leveraged the temporal nature of the data. Time series data exhibit a high correlation
between data points at time steps ¢t — 1 and ¢ + 1 with the data point at time step ¢. Since the number of missing points between two acquired
data points was minimal in this study, a linear interpolation method was employed to estimate the missing values at time step ¢ for each axis.
This involved computing a linear function between the known values at time steps ¢ — 1 and ¢ + 1 to estimate the value at ¢. By performing this
interpolation, the missing values were replaced, improving the overall completeness of the dataset. Linear interpolation is a widely used technique
in the literature for handling missing values, particularly when the missing points are limited within a certain range (©2¢4). During this stage, it was
observed that certain trajectories exhibited high-frequency noise, which could negatively impact the performance of the neural network models.

To mitigate the noise and improve the quality of the trajectories, a filtering technique known as Savitzky-Golay filter was applied. This filter is
effective in smoothing out trajectories by fitting a polynomial curve to the data’®?. The implementation of the Savitzky-Golay filter involves two
key parameters: the polynomial order and the window size of the smoothing kernel. To identify the optimal configuration, various window sizes,
ranging from 5 to 19, and polynomial orders between 2 and 5, were tested in this study. The selection of the window size and polynomial order
for the filter was based on achieving a balance between effectively smoothing the data and preserving the essential characteristics of the original
signal. To this end, a criterion focused on minimizing the deviation between the original trajectory data and the filtered output was adopted. This
approach facilitated a comparative analysis of the trajectories filtered across varying window sizes and polynomial orders. The aim was to identify
the configuration that exhibited the least deviation from the original dataset. The experimental results led to the selection of a window size of 17
and a polynomial order of 2 as the most effective combination for the data. This specific configuration, a window size of 17, was chosen because
it allowed for sufficient smoothing of the high-frequency noise, while still retaining significant details in the trajectory. The polynomial order of 2
was found to be optimal in fitting the data closely enough to mitigate noise, yet not so rigidly as to introduce distortions to the data. These values
represent a carefully considered compromise, selected after testing various combinations for their impact on noise reduction and fidelity to the
original data.
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4.2.2 | Data Augmentation

Upon completing the pre-processing of the trajectories, the next step involved implementing the data augmentation strategy. This approach aimed
to generate new trajectories by leveraging the existing ones, but with the caveat of enforcing appropriate constraints to ensure the meaningfulness
of the samples. Additionally, the mathematical operations applied to the sequences were tailored to suit the specific domain under investigation.
The proposed method in this study involved scaling, rotation, and translation to augment the data while preserving the spatial relationships in the
trajectories. Consequently, the variations generated are representative of realistic gesture alterations while preserving the integrity of the original
gesture patterns. The general transformation applied to each 3D sequence r(t) = [z(t), y(t), z(¢)] was formulated using scaling, translation, and
rotation terms, as depicted in Equations [6] and [7] These equations defined the precise mathematical operations to modify the sequences and

generate the augmented samples.

T (t) = Ascaling X Arotation X T(t) + Atranslation (6)
where:
zr(t) Ase 00 C()C(B) =S(7)C(a) + C(v)S(B)S(a) S(7)S(a) + C(7)8(B)C(a) z(t) Ata
yr() | = | 0 Asy 0 | X | 5(7)C(B) C(C(a) +5(7)8(B)S(ar) —C(7)S(e) +8(7)S(B)C(e) | X | y(t) | + | Ary )
zr(t) 0 0 As =S(8) C(B)S() C(B)C(e) 2(t) Atz

The resulting coordinates for time ¢ after the spatial transformation are denoted as rp(t) = [z (t), yr(t), 20 (¢)]T. To perform the transfor-
mation, scaling factors As:, Asy, and A, are applied to each axis z, y, and z, respectively. The angles «, 8, and ~y associated with the z, y, and z
axes are used to compute the cosine (C) and sine (S) functions. In addition to scaling, rotation, and the associated angles, translation parameters
Atz, Aty, and Aq. are used to consider the spatial shifts along each axis. Together, these parameters define the spatial transformation applied to
the 3D sequences. The variation range of the transformation parameters is determined based on the standard deviation of the trajectory values.
Specifically, the minimum and maximum values for scaling, translation and rotation are evaluated within a range of plus or minus three times the
standard deviation. This range provides controlled and diverse variations to the transformed trajectories. By leveraging these equations and con-
sidering the statistical properties of the trajectory values, the proposed data augmentation strategy ensures that the generated samples exhibit
controlled variations in scaling, rotation, and translation.

Augmenting the dataset with these spatial transformations significantly enhances its diversity, addressing the challenge of limited data availability
in the specialized field of surgery. Surgical gestures, influenced by individual surgeon proficiency and the complexity of movements, can vary greatly.
By introducing a broader spectrum of scenarios through augmentation, the model to be trained is better equipped to learn and accurately classify
different gestures. Furthermore, this strategy of including both original and augmented data in the training set is relevant in mitigating the risk
of overfitting, ensuring that the model generalizes across different yet realistic variations of surgical movements, rather than merely memorizing
specific gestures.

4.2.3 | Modelling

The primary objective of this paper is to introduce a technique for hand gesture classification based on LSTM architecture with attention mecha-
nisms. The proposed approach’s performance is compared with several DL models, including Vanilla LSTM, Vanilla GRU, BiLSTM, and BiGRU. The
evaluation is conducted on three distinct data arrangements, namely A-1, A-Il, and A-lll. In A-l, the complete dataset was used as input, while in
A-ll, only the sequences performed with the right hand were included. This comparison aimed to assess whether the models’ performance was
affected by the dynamic differences introduced when using the non-dominant hand. The A-Ill arrangement was employed to determine if the
models could distinguish between each trajectory and the hand used, using the entire database. This experiment sought to evaluate if the NNs
could accurately detect these dynamics, resulting in favorable evaluation metrics. Otherwise, it would suggest that processing the dominant hand
information separately would yield better results.

Before presenting the results, certain considerations were made. NNs typically require quantitative features to be scaled and qualitative response
variables to be encoded. In this study, one-hot encoding was utilized to encode the response categories as dummy variables, while min-max
scaling was applied to the quantitative features. The scaling process transformed the training data into the range of (0, 1) and applied the same
transformation to the testing set. It should be noted that all tested models required sequences of the same length. Although the acquisition
frequency was consistent across all trials, the speed varied depending on the participant, resulting in sequences of different lengths. To address
this, sequences shorter than the maximum length were padded with zeros.

To optimize the models, a comprehensive grid-based search was conducted to identify the best combination of parameter values. The three
parameters tuned for all models were the number of epochs, batch size, and the number of units per layer. The range of values tested for epochs
encompassed [100, 200, 300], carefully chosen to strike a balance between preventing overfitting and ensuring convergence. Batch size, which
directly impacted the number of training samples considered during each update, also played a crucial role in the convergence of the neural
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networks. Multiple batch sizes were experimented with, including [32, 64, 128]. Lastly, the values for the number of neurons in the hidden layers
were explored in this paper, encompassing [32, 64, 128]. Altogether, a total of 27 distinct combinations of these parameters were meticulously
employed to train the neural networks, enabling the identification of the most effective set of hyperparameters for achieving superior performance.
Furthermore, it is important to note that the process of tuning these parameters was conducted using cross-validation with 5 folds. This approach
was chosen to ensure a more robust and generalizable model by evaluating its performance across different subsets of the data.

Other parameters were set to commonly used values in the literature. Dropout, which excludes a percentage of units during each iteration to
prevent overfitting, was set to 20%. The Adam optimization algorithm with a learning rate of 0.001, 31 = 0.9, 82 = 0.999, and ¢ = le — 08
was chosen for its computational efficiency and ability to handle large and noisy datasets. The training set was divided into train and validation
sets, with a hold-out strategy utilizing 10% of the training set for validation. For discrete-valued outputs, softmax activation with cross-entropy
loss functions was commonly employed. These considerations and parameter settings were implemented to ensure a rigorous evaluation and

optimization process for the DL models used in this study.

5 | EXPERIMENTAL RESULTS

Results described in this section are based on the methodology previously presented. All the models were compiled using Python 3.8 and Tensor
Flow 2.4.0, and a processor Intel(R) Core(TM) i5-5200U.

5.1 | Pre-processing results

This section focuses on presenting and explaining the key results related to the pre-processing steps. Figure |§| provides an example of the raw
sequences from the first trial of each participant for the second trajectory. In this particular example, one notable issue observed among various

signal problems is the presence of outliers, which are clearly visible.

Figure 6 Raw data of each participants’ first trial for the second trajectory

To provide an overview of the pre-processing strategy’s application and the implementation of the data augmentation strategy, visual compar-
isons are presented in Figures|2]-|2| These figures illustrate the coordinates before and after the pre-processing methodology for each axis. Notably,
higher levels of noise are observed in the left-hand trials compared to the dominant-handed trials. However, by applying the pre-processing steps,
significant noise reduction is achieved, leading to distributions that closely resemble those of the right-handed trials. These results underscore the
effectiveness of the pre-processing strategy in reducing noise and aligning the distributions of left-handed and right-handed trials.

The final stage of the pre-processing procedure involved the application of the Savitzky-Golay filter to all the signals to effectively reduce
high-frequency noise. As depicted in Figure[I0] this noise often disrupted the smoothness of the gesture realization, particularly noticeable in the
Z-axis. The Savitzky-Golay filter demonstrated its ability to correct these disruptions, effectively preserving the essential shape of the trial while
eliminating the unwanted noise, resulting in more accurate and reliable data for subsequent analysis. Figures[IT]and [I2] provide valuable insights
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Figure 7 (a) Original distribution of the X coordinates for each hand and trajectory. (b) Distribution of the X coordinates after pre-processing for each hand
and trajectory.
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Figure 8 (a) Original distribution of the Y coordinates for each hand and trajectory. (b) Distribution of the Y coordinates after pre-processing for each hand
and trajectory.

into the inter- and intra-variability of the trajectories, as well as the quality of samples based on hand dominance. Figure [I7] focuses on intra-
variability, showcasing the consistency when trajectories are performed by the same subject using the same hand, resulting in minimal variation.
In contrast, when the gestures are executed with the non-dominant hand, intra-variability increases. Figures@to@illustrate inter-variability,
where each realization is performed by a different participant. As expected, the variability between trials is higher when considering multiple
subjects, compared to the aforementioned intra-variability. Notably, gestures executed with the dominant hand (right hand) exhibit a clearer and
more defined shape, while those performed using the non-dominant hand (left hand) demonstrate greater variety in instrument orientation and a
wider range of execution coordinates. It is also noteworthy that the first and second trajectories exhibit a closer similarity in shape compared to
the third trajectory, which may have implications when analyzing the model results.

5.2 | Data Augmentation results

Initially, each participant performed 10 trials per trajectory and hand, resulting in a potential total of 40 trials per trajectory, hand, and participant
after the application of the data augmentation strategy. The subsequent Figures[I3}{I5]exemplify the augmented trajectories for each trajectory
type and hand. These illustrations demonstrate that the shape of the original trials is preserved despite the applied transformations. Importantly,

these augmented trajectories introduce new information to the models, providing insight into the potential range of coordinate values that could
have been acquired.
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Figure 10 Smoothing procedure for one trial of a participant, second trajectory and left hand, comparing the non-filtered trajectory to the filtered
one, by axis, using a window size of 17.

5.3 | Classification Model

The dataset analyzed in this study for classification purposes exhibited a crucial characteristic: it was completely balanced, meaning that each
class had an equal number of instances. This balance enabled a random train-test split, where 70% of the data was allocated for training and the
remaining 30% for testing. As discussed in Section @ three distinct data arrangements were investigated to evaluate the impact of using a
non-dominant hand on the modeling performance. In this way, this section presents the analysis of the results in two distinct steps. Firstly, for
the proposed architecture, a comprehensive examination is conducted, considering various hyper-parameter configurations utilized in training the
algorithm for each data arrangement. The selection of the best configuration for each A-I, A-ll, and A-lll is based on the evaluation of performance
metrics. The configurations of the models encompass variations in batch size, the number of units in the hidden layer, and the number of epochs.
In terms of notation, T1, T2, and T3 represent the three different trajectories, while T1-L or T2-R indicate T1 performed with the left hand and
T2 performed with the right hand, respectively. The second step of the analysis involves a comparison with baseline methodologies, showcasing
the final configuration that yielded the best results for each architecture. This comparison allows for an assessment of the effectiveness of the
proposed architecture relative to other strategies reported in the literature and the identification of the optimal configuration.

Table|I|provides an overview of the overall results achieved by the LSTM with attention mechanism across the three different data arrangements.
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Figure 11 Comparison between the right and left hand among the 10 trials of a participant for the third trajectory.
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Figure 12 Comparison between right and left hand for the first trajectory. Each realization belongs to a different participant.

In this study, several strategies have been implemented, which serve as baselines for comparison in the field. These strategies include LSTM,
BiLSTM, GRU, and BiGRU models. The LSTM architecture, in particular, has been evaluated, and the results are presented in Table|2| Notably, the
performance of LSTM varies across different data arrangements (A-l, A-l, and A-Ill). The largest differences between epochs are observed for A-I,
where an increase in accuracy is evident with larger epochs. Additionally, larger batch sizes also lead to improved results in this particular case.
For A-1, the best accuracy value achieved was 95.64%, utilizing a combination of parameters with 300 epochs, 128 units in the hidden layer, and a
batch size of 128. Conversely, the lowest accuracy was obtained for A-1ll, where the selected combination included 300 epochs, a batch size of 32,
and 128 neurons in the hidden layer. The A-ll model demonstrated an accuracy of 95.47%, with 100 epochs and a batch size and units set to 128.

Subsequently, the results of the different configurations used for BiLSTM are presented in Table|§| Similar to the LSTM architecture, the accuracy
of the BiLSTM model varies across different data arrangements. For A-l, the highest accuracy value of 94.41% was achieved using a configuration
with a batch size of 128, 128 units in the hidden layer, and 200 epochs. Interestingly, this same result was obtained with a different configuration
of 300 epochs, a batch size of 32, and 64 units in the hidden layer. For A-1l, using a batch size of 32 resulted in a slightly lower accuracy of 94.13%.
Finally, for the third data arrangement (A-Ill), the configuration with 300 epochs, a batch size of 32, and 32 units in the hidden layer achieved
an accuracy of 93.73%. Notably, in general, the accuracy rates tended to slightly increase with the number of epochs for all data arrangements.

Furthermore, for most of these models, the lower accuracy rates were found when the number of hidden neurons was set to 32. It is important to
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Figure 14 Data augmentation strategy applied to one trial of the second trajectory and: (a) right hand, (b) left hand.

note that the performance of the BiLSTM model closely resembles that of the LSTM architecture, and the choice of hyperparameters significantly
influences the accuracy of the model.

The results obtained for the GRU model with different variations of hyperparameter configurations are summarized in Table For A-1, the highest
accuracy of 95.23% was achieved with 200 epochs, 128 units in the hidden layer, and a batch size of 128. Similarly, for A-Il, the model attained
a comparable accuracy of 94.67% using 100 epochs, 32 hidden layer units, and a batch size of 64. The lowest accuracy percentage was observed
for A-lll, reaching 94.14% with 300 epochs, 64 units in the hidden layer, and a batch size of 128. As it can be seen, the number of epochs seems
to influence the accuracy performance. Models with more than 200 epochs generally exhibited higher accuracy rates, especially when combined
with larger units and batch sizes. Conversely, using only 100 epochs resulted in lower accuracy.

Finally, the results for the BiGRU configuration are presented in Table For A-l, the highest accuracy of 94.96% was achieved with 200 epochs,
64 units in the hidden layer, and a batch size of 128. On the other hand, A-1l obtained an accuracy of 93.33% with 300 epochs and 32 for both batch

size and number of units. The lowest accuracy value was observed for A-lll, reaching 92.78% with 200 epochs, 64 units in the hidden layer, and a

batch size of 64.
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Figure 15 Data augmentation strategy applied to one trial of the third trajectory and: (a) right hand, (b) left hand.

100 epochs 200 epochs 300 epochs
Batch size Batch size Batch size
32 64 128 32 64 128 32 64 128

32units | 93.99 8928 9460 | 9119 9222 9529 | 9581 9473 95.81
A-l 64 units | 9530 91.38 9515 | 9486 9455 9571 | 9691 96.86 97.64
128 units | 94.85 89.94 9477 | 91.89 9299 9489 | 9563 95.08 97.06
32units | 93.96 9299 93.88 | 9218 93.80 9246 | 9254 9219 94.98
A-ll 64 units | 9510 9455 9519 | 9392 9404 9556 | 96.10 94.75 96.61
128 units | 94.54 94.14 94.04 | 93.64 92,68 9207 | 9352 9434 9575
32units | 75.69 9490 9554 | 9428 90.89 94.92 | 96.08 96.39 9155
A-lll | 64units | 8220 9582 9387 | 9386 9043 93.15 | 9422 9404 89.56
128 units | 75.64 9146 9506 | 9537 9244 9259 | 9224 93.01 90.25

Table 1 Accuracy (%) of all the explored attention-based LSTM models for A-1, A-Il and A-llI

100 epochs 200 epochs 300 epochs
Batch size Batch size Batch size
32 64 128 32 64 128 32 64 128
32units | 88,56 92,64 9223 | 9332 9251 93,05 | 91,01 92,51 9237
A-l 64 units | 90,74 75,89 92,10 | 92,37 93,73 94,41 | 9346 93,05 94,96
128 units | 90,33 92,51 83,92 | 91,14 88,42 9510 | 91,96 9142 95,64
32units | 9200 92,00 92,00 | 92,53 92,80 9333 | 92,53 92,53 93,33
A-ll 64 units | 89,87 9120 92,53 | 91,47 91,20 9333 | 93,33 92,27 93,07
128 units | 89,60 92,27 9547 | 8720 92,80 94,13 | 9440 93,60 93,33
32units | 87,47 87,60 89,51 | 87,74 89,92 90,87 | 90,33 88,96 91,69
A-lll | 64units | 89,92 90,33 91,14 | 88,15 91,14 92,10 | 88,01 90,74 89,92
128 units | 88,28 90,19 90,60 | 88,69 90,05 90,19 | 92,92 91,28 91,69

Table 2 Accuracy (%) of all the explored Vanilla LSTM models for A-1, A-Il and A-llI
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100 epochs 200 epochs 300 epochs
Batch size Batch size Batch size
32 64 128 32 64 128 32 64 128
32units | 90,74 90,87 91,01 | 91,28 93,60 92,92 | 91,28 92,64 92,10
A-l 64 units | 91,14 8597 93,46 | 93,05 91,55 91,83 | 9441 9292 93,60
128 units | 91,01 92,23 90,74 | 91,55 91,28 9441 | 92,37 93,05 93,19
32units | 89,60 90,67 90,40 | 93,07 9093 93,07 | 91,20 91,73 91,73
A-ll 64 units | 86,67 93,60 88,27 | 90,40 9040 92,80 | 92,00 92,00 91,73
128 units | 88,53 86,40 90,67 | 92,27 93,07 92,53 | 94,13 90,40 92,53
32units | 88,28 87,47 92,10 | 83,52 9046 89,78 | 93,73 9046 91,96
A-lll | 64units | 90,74 9183 91,14 | 90,05 91,83 91,01 | 90,60 92,23 92,23
128 units | 88,69 90,87 91,14 | 9196 92,51 91,42 | 9292 92,64 92,64
Table 3 Accuracy (%) of all the explored Bi-LSTM models for A-1, A-1l and A-IlI
100 epochs 200 epochs 300 epochs
Batch size Batch size Batch size
32 64 128 32 64 128 32 64 128
32units | 91,69 93,73 93,05 | 91,83 9183 90,33 | 92,92 92,37 9251
A-l 64 units | 90,87 92,37 90,05 | 93,46 93,60 93,19 | 93,32 93,87 94,55
128 units | 91,96 91,01 93,87 | 94,28 94,01 9523 | 9428 94,41 94,82
32units | 92,53 94,67 92,53 | 89,33 92,27 92,00 | 91,73 92,27 92,53
A-ll 64 units | 89,87 92,53 91,20 | 93,87 9440 91,47 | 90,40 91,20 93,07
128 units | 89,87 91,73 89,60 | 92,00 93,33 92,53 | 92,00 91,47 92,00
32units | 87,60 84,60 91,14 | 87,87 92,37 91,96 | 89,37 9046 91,83
A-lll | 64units | 87,60 91,14 9237 | 92,37 90,60 92,64 | 89,37 89,92 94,14
128 units | 87,47 90,05 92,51 | 88,15 91,01 93,05 | 90,60 90,60 92,37
Table 4 Accuracy (%) of all the explored GRU models for A-1, A-1l and A-Ill
100 epochs 200 epochs 300 epochs
Batch size Batch size Batch size
32 64 128 32 64 128 32 64 128
32units | 93,32 89,65 9292 | 86,78 9428 91,01 | 91,42 93,87 92,10
A-l 64 units | 90,60 92,78 93,87 | 91,01 92,51 94,96 | 93,19 9292 9441
128 units | 90,19 91,69 93,05 | 92,23 92,64 92,51 | 92,64 93,19 92,78
32units | 90,40 92,00 92,27 | 90,67 92,53 92,53 | 93,33 89,60 92,53
A-ll 64 units | 89,33 93,07 92,53 | 90,40 91,47 93,07 | 90,93 92,00 92,00
128 units | 89,07 90,13 89,87 | 91,47 92,80 91,73 | 9040 90,13 92,00
32units | 88,56 88,83 89,92 | 90,60 90,87 90,05 | 89,51 90,05 88,83
A-lll | 64units | 91,28 9142 91,69 | 89,37 92,78 90,60 | 91,01 91,28 92,51
128 units | 89,78 90,87 90,74 | 87,19 91,96 9196 | 91,55 90,87 88,42

Table 5 Accuracy (%) of all the explored Bi-GRU models for A-I, A-ll and A-llI

In addition, Table[g] provides a comprehensive comparison of the performance achieved by various architectures, including the LSTM, Bidirec-

tional LSTM, GRU, Bidirectional GRU, and our proposal, LSTM with attention mechanisms. Across all data arrangements, the proposed strategy

consistently outperformed the other architectures. These results yield several important insights. Firstly, bidirectional models (BiLSTM and BiGRU)

did not significantly enhance accuracy compared to LSTM and GRU for most data arrangements. This suggests that incorporating both past and
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future information may not be crucial for achieving good classification results with the given dataset. Also, comparing A-l and A-ll, it can be ob-
served only an approximate 1% of difference in performance for the best models, with A-l (combining both left and right information) having the
higher accuracy. Contrary to the initial hypothesis that the left hand might introduce noise, these results indicate that the models with A-I config-
uration can effectively capture information from each trajectory regardless of the hand used. For the third data arrangement (A-Ill), the proposed

LSTM-based model once again emerged as the best strategy, achieving an accuracy of 96.34%.

Accuracy (%)
Model A-l A-ll A-l11
LSTM 95.64 9547 9292
BiLSTM 9441 9413 93.73
GRU 9523 94.67 94.14
BiGRU 9496 93.33 92.78

attention-based LSTM  97.64 96.61 96.39

Table 6 Summary of the accuracy values for all the models and data arrangements.

6 | CONCLUSIONS

This study aimed to improve gesture recognition using 3D motion capture data by incorporating a data augmentation strategy. By leveraging
spatial transformations such as scaling, rotation, and translation, this strategy effectively expanded the dataset’s diversity and size without requiring
additional data collection. A key advantage of the data augmentation strategy was its ability to preserve spatial relationships among the three axes
when generating augmented samples. This ensured that the transformed trajectories remained contextually meaningful for gesture recognition.
By carefully controlling the variations through suitable constraints and statistical considerations, the augmentation process allowed exploration of
a wider range of spatial configurations.

The data augmentation’s controlled variations were particularly beneficial for training DL models, including attention mechanism-based LSTMs.
The integration of attention mechanisms was motivated by their ability to dynamically weigh the importance of different time steps in the input
sequence, allowing the models to focus on the most relevant information for accurate predictions. This proved valuable for gesture recognition,
involving complex and dynamic movements with varying significance over time. The exposure to a more diverse set of inputs enabled the models
to learn robust and discriminative features, leading to improved classification performance. Additionally, the augmented dataset helped prevent
overfitting and enhanced the models’ generalization ability, making them more effective at handling unseen data.

Moreover, the data augmentation strategy was necessary to address the constraints of the limited dataset size, particularly in configurations
with fewer samples. By generating additional trajectories, the augmented dataset facilitated the training of more complex models like the proposed
attention-based LSTM, which require larger data volumes to achieve optimal performance. This proved especially vital for arrangements where
distinguishing between different trajectories and hand usage was challenging. Overall, the integration of attention mechanism-based LSTMs and
the data augmentation strategy offered a powerful approach to gesture recognition from 3D motion capture data. The attention mechanisms
allowed the models to dynamically focus on relevant information, while the data augmentation strategy enriched the dataset and improved the
learning process. The superior performance of the proposed attention-based model across all data arrangements highlights the effectiveness of
this integrated approach in enhancing gesture recognition accuracy.

Moving forward, the scope of future work includes the expansion of the dataset to enhance the robustness and applicability of the findings. It is
planned to increase the number of trials and participants, which will allow for the validation and refinement of the model under a broader array of
conditions. This expansion is likely to include a more diverse array of surgical scenarios and varying levels of participant expertise, thereby improving
the generalizability of the approach across different real-world applications. Additionally, the integration of synthetic data generation techniques
such as Generative Adversarial Networks (GANs) will be more extensively explored. GANs have been shown to be capable of generating realistic
synthetic data that can be indistinguishable from real data, which could provide a more varied and extensive dataset for training the models. By
having the dataset enhanced with GAN-generated synthetic data, not only is an increase in the volume of training data anticipated, but also the
introduction of complex, scenario-specific data points that could challenge and refine the predictive capabilities of the models. This approach is
expected to simulate a broader variety of surgical movements, thereby enriching the training dataset and pushing the boundaries of what can be

learned and predicted by the DL models.
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