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ARTICLE INFO ABSTRACT
Keywords: The continuous growth of distributed renewable energy resources in medium and low-voltage networks sup-
Consensus

ports the case for a distributed architecture for electricity supply relying on microgrids. Whereas decentralised
architectures for the primary and secondary control layers of the hierarchical control of microgrids have already
been proposed, the tertiary control (economic dispatch) has been mainly formulated as a centralised control
or as a distributed control that relies on a central agent to coordinate the operation between distributed
generators. This paper proposes a fully decentralised hierarchical microgrid control based on a consensus-
based economic dispatch problem. Unlike the proposals found in the literature, the convergence of the proposed
tertiary control layer is robust to communication delays and the secondary control layer applies an incremental
formulation for a seamless integration with the tertiary layer. The robustness and performance of the proposed
hierarchical control are compared with those of a conventional centralised approach and a previously published
decentralised approach. The proposal is validated using detailed non-linear real-time simulations, and its
stability is proved by modal analysis and using Lyapunov functions.
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1. Introduction » The secondary control is in charge of recovering the voltage
and frequency (and optionally the power interchange) to their
nominal values after the action of the primary control.

+ The tertiary control is in charge of the optimal operation of the

microgrid (e.g., the economic dispatch of generators within the

1.1. Context

Generation at the distribution level is gradually increasing in mod-
ern power systems, led by the penetration of renewable energy sources.

Currently, most generation resources at the distribution level are con-
nected to the power system by means of electronic power converters
which are able to provide unprecedented flexibility. This scenario calls
for new proposals for the way in which power systems are operated.
For example, the concept of microgrid [1] has arisen as a proposal for
the modernisation of the power sector. A microgrid is understood as an
autonomous electric system with generation, loads, and control capable
of operating in islanded or grid-tied mode.

Like in conventional power systems, microgrids are usually con-
trolled hierarchically with three layers, with several applications of
hierarchical control for DC microgrids [2] and AC microgrids [3,4]. In
the case of AC microgrids:

» The primary control is in charge of stabilising the voltage and
frequency of the microgrid. It is typically a purely local control,
relying on local measurements only [3].
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microgrid). This layer also controls the power flow between the
microgrid and the main grid in grid-tied operating mode.

Secondary and tertiary control can be carried out in a centralised
manner (i.e. measurements are collected in a central controller where
control actions are decided) such as in automatic generation control or
the voltage control based on pilot buses [5], but they can also be carried
out using distributed or decentralised strategies as in [6-8], where the
definitions of distributed and decentralised control are not unique. In
this paper, a “distributed control” refers to a control where agents
use local measurements, information from neighbours, and information
from a central coordinator, whereas a “decentralised control” denotes
a control where agents only use local measurements and information
from neighbours (see [7,8]).
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List of main symbols

Sets and Indexes

U Set of generating units in a general case.

N Set of vertices in a graph. Set of agents in a
multi-agent control problem.

Parameters

c4, Quadratic cost coefficient of agent i
[$/MW?].

cp, Linear cost coefficient of agent i [$/MW].

<, Constant cost coefficient of agent i [$].

Yi Gain of agent i for the convergence of the
virtual marginal cost consensus.

a[Tj" ith-row and jth-column element of the
adjacency matrix for the economic dispatch.

af.‘; ith-row and jth-column element of the ad-
jacency matrix for the frequency consensus.

al.’; ith-row and jth-column element of the ad-
jacency matrix for the active-power consen-
sus.

aI‘.’j ith-row and jth-column element of the
adjacency matrix for the voltage consensus.

ag ith-row and jth-column element of the
adjacency matrix for the reactive-power
consensus.

Variables

Api Virtual marginal cost of agent i [$/MW].

P* Active-power set point of agent i obtained
by the economic dispatch algorithm [MW].

A common approach for decentralised control is what is known as
“consensus” [9], where agents (e.g., generating unit) work coopera-
tively based on the communication among neighbouring agents. This
paper proposes a fully decentralised hierarchical control for microgrids,
based on two novel consensus-based algorithms for the tertiary and
secondary control layers and using local droop-based primary controls.

1.2. Literature review

Tertiary control is responsible for generating set points for the
secondary control layer by planning the use of the different active- and
reactive-power resources available. It commonly assumes steady-state
operation of the power system. According to the time horizon of the
tertiary control, it spans from generation resource scheduling (e.g., unit
commitment [10]) to economic dispatch [11,12] and optimal power
flow problems [13], commonly used for near-real-time operational
optimisation [14].

The economic dispatch is a particular case of the optimal power
flow by either partially (e.g., by considering active-power flows only)
or fully neglecting the grid [15] and both centralised and distributed
algorithms have been proposed.

Centralised algorithms determine the active power set points by
essentially solving an optimisation problem subject to element and
system-related constraints. The optimisation problem can be extended
to include uncertainties [12] and security constraints [16]. Following
the trend of decentralising control and decision taking, distributed
control algorithms have also been applied to solve the economic dis-
patch, although a central coordinator agent is still needed. For example,
consensus-based control [15,17] or game theory [18] have been pro-
posed. The central coordinator in the distributed economic dispatch

International Journal of Electrical Power and Energy Systems 175 (2026) 111645

problem is usually one agent guaranteeing the generation-demand bal-
ance with a global vision [19]. A distributed consensus-based economic
dispatch for multi-microgrids is proposed in [20], with each micro-
grid solving a centralised economic dispatch problem. Although the
economic dispatch problem is usually addressed without considering
grid constraints and losses, some distributed algorithms do consider
losses [21]. The designed grid capacity of microgrids is typically suffi-
cient to handle power flows without congestion. In fact, many markets
(at least in Europe) are cleared without grid constraints, which are
checked in a subsequent step; and in microgrids, although the voltage
profile is important, this constraint is not normally considered in the
economic dispatch problem [17].

A fully decentralised consensus-based formulation for the economic
dispatch problem is proposed in [22]. This algorithm is generalised
for a directed graph in [23], guaranteeing the demand-generation
balance by communicating each agent’s demand-generation imbalance
to their neighbours and introducing a learning gain. An analysis of how
communication delays impact the performance of the algorithm pro-
posed in [23] is presented in [24] and finds limits for its convergence
based on the maximum expected delay. Recently, new developments
on decentralised economic dispatch have addressed stochasticity using
approximate dynamic programming [25], the consideration of ramp
constraints [26], and the introduction of line losses [27].

Secondary control is responsible for generating set points for the
primary control layer. Consensus has been widely applied to secondary
control. Consensus formulation is applied to the adaptive droop con-
trol of a DC microgrid in [28] to balance the state of charge of the
batteries within a microgrid and carry out voltage regulation. In AC
systems, consensus readily works for controlling frequency and sharing
active power among generation units after a disturbance in micro-
grids with inductive lines, whereas a compromise must be reached
between reactive-power sharing and bus voltage control since reactive-
power flow depends on the voltage profile [29]. In this regard, [30]
gives different weights to voltage control and reactive power control.
Power-sharing is commonly achieved by either imposing the global
active-power sharing of distributed generators (DGs) according to the
rated power of the units [4,31] or by taking into account generation
costs of each unit in the dynamic control of the system [32]. The
latter makes the tertiary control layer vulnerable to communication
time delays since it is included in the real-time control.

Communications in consensus-based secondary control can be done
continuously or in an event-triggered manner. In the former, messages
are sent as soon as the communication channel is available. This keeps
the communication channel used all the time and eases the modelling,
analysis, design and implementation of the secondary control layer. In
the latter, messages are sent only when the change in the value of the
variable to be sent with respect to the previous message is above a
threshold [6,33]. This threshold can be constant [34] or variable [35].
An event-triggered secondary control is used for the adaptive droop
control of a DC microgrid in [36] to reduce the number of messages
sent. Although an event-triggered secondary control reduces the com-
munication channel usage, it requires careful design of the trigger
mechanism, and it complicates the detection of the loss of agents and
the stability analysis of the system. This technique has also been applied
to the online optimisation of the operation of a power system in [37]
with the same objective of reducing the number of messages sent.

For continuous communication, Ref. [38] shows that the stability of
consensus-based secondary control is strongly affected by communica-
tion delays and it demonstrates that, for a given communication graph,
the attainable consensus convergence speed is limited by a maximum
allowable communication delay.

The robustness of the secondary control to communication delays
can be improved by adding extra feedback signals [39], or by using a
delay compensation method [40,41].
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Fig. 1. Overview of the proposed decentralised hierarchical control for a
microgrid, implemented for each generator of the microgrid.

1.3. Overview of the system model and the proposed control

This section describes the characteristics of the fully decentralised
hierarchical control proposed for a hybrid DC/AC microgrid.

Fig. 1 shows a general overview of the proposed hierarchical control
applied to one generator of the microgrid. The structure of the tertiary
and secondary control layers is the same for each agent (generator)
of the microgrid, and there is no need for central coordination. The
primary control is implemented locally, and the secondary and tertiary
control layers only require communication between some generators,
called neighbours.

The tertiary control solves the economic dispatch problem by means
of a consensus algorithm and sends the computed set points to the
secondary control. Since previously proposed decentralised tertiary
controls present limited convergence in the case of communication
delays and were found to require a specific graph property (the ad-
jacency matrix must be doubly stochastic [25]); an event-triggered
strategy is proposed here to achieve robustness to communication
delays. The tertiary control is run every n seconds and relies on the
inner control layers to meet the required set points before the next
update. In this paper, the performance of the proposed tertiary control
is compared to existing centralised and decentralised approaches to
provide a comprehensive overview. Unlike in most references in the
literature, the evaluation of the tertiary control performance is carried
out using a detailed simulation of the inner control layers.

The proposed secondary control also makes use of a consensus
algorithm based on continuous communication. Contrary to existing
approaches, the secondary control uses an incremental formulation,
acting on deviations of the set points issued by the tertiary control. It
is designed to handle the demand variations by considering the units’
costs (i.e., the active-power sharing, among units, of a disturbance is
inversely proportional to their costs). This novel incremental formu-
lation was inspired by traditional centralised incremental secondary
control (e.g., automatic generation control [42]), and achieves the
required active- and reactive-power sharing of the deviations from the
set-points scheduled by the tertiary control layer, considering active-
power limits of generation units. In this paper, its performance is
compared to a more conventional consensus approach in which changes
in demand are initially shared by generation units according to their
rated power [9]. Finally, the robustness of the proposed incremental
secondary control algorithm to communication delays is assessed by
using modal analysis. The proposed incremental secondary control
can be readily extended to include event-triggered communications,
extra feedback signals or delay compensation methods to increase its
robustness to communication delays. Meanwhile, the voltage control
implemented in this paper is limited to reactive-power sharing in
the secondary control layer and voltage/reactive-power droop in the
primary control layer, as it is commonly presented for microgrids [9].
Nevertheless, advanced voltage control techniques, like those proposed
in [21] and [30], could also be applied with the proposed incremental
formulation.
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1.4. Summary of the paper contributions

The contributions of this paper can be summarised as follows:

+ A fully decentralised hierarchical control for microgrids is pro-
posed, and its performance is validated with a detailed simulation
of all control layers. The main results of the decentralised hierar-
chical control are analysed in detail and validated by real-time
simulations of a non-linear dynamic model of an AC/DC hybrid
microgrid.

A novel decentralised tertiary control is presented that converges
regardless of the communication time delay between agents and
does not need a central coordination agent.

A novel incremental decentralised secondary control is presented
and validated. It considers the active power limits of the dis-
tributed generators and is able to account for unit costs.

Table 1 compares the main contributions of the proposed hierarchi-
cal control structure to some existing approaches.

2. Decentralised economic dispatch problem

The tertiary control layer is responsible for the optimal operation
of the microgrid and the control of the power exchange between the
microgrid and the main grid. The tertiary control layer is dynamically
decoupled from the primary and secondary control layers. In fact, the
timescales for different functionalities of the tertiary control layer can
differ significantly. Timescales can go from a few seconds (for example,
an online optimal power flow calculation) to minutes or hours (for
example, the economic dispatch problem) or even days (for example,
the unit commitment problem). For the tertiary control layer, this paper
implements a decentralised version of the economic dispatch problem.

2.1. Centralised economic dispatch problem
The traditional economic dispatch problem for a set U of generation

units without considering grid constraints is commonly formulated
as [43]:

min Z C;

=
with Ci=cy P2+cp P +cc
i i i '6))
st Y P=P
=
P oin S P <P VieU

,min i,max

where P, is the active power supplied by the ith generation unit, C; is
the unit’s cost to produce P;, ¢ A CB, and cc, are its cost coefficients,
P, and P, are its minimum and maximum generating limits,
respectively, and P; is the total load.

If generator power limits are not reached (i.e., P, < P <
P; max» Vi), the unconstrained problem can be formulated using the

following Lagrangian function:

L(Pey) = ), Ci (R)H(PL—ZR-) @)

i€ ieU
where 1 is the Lagrange multiplier, which can be calculated using the
optimality conditions (Karush-Kuhn-Tucker (KKT) conditions) [44]:

oL
Lo ©)
aG; .
1=ﬁ=2cAIP,-+cBI, Vi 4)
1

The Lagrange multiplier is the dual variable or shadow price, rep-
resenting the change in the value of the objective function when there
is a unit change in demand. In marginal pricing approaches, there is a
single price for the system.
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Table 1
Summary of the main contributions of the proposed hierarchical control structure compared to some existing
approaches.
Reference Structure TC TC delay robust. SC formulation
[4] Centralised v Incremental
[20] Distributed v
[9] Decentralised Absolute
[32] Decentralised v Limited TC integrated into SC
[23] Decentralised v
[24] Decentralised v Limited
[30] Decentralised v Limited Voltage control in TC
This paper Decentralised 4 Fully (Triggered) Incremental

TC: Tertiary control, SC: Secondary control.

If any of the power generation constraints of a generation unit i € U
is reached:

2cy, P+ cp <4,
2cy, P +cp > 4,

for Py = P pax 5)
for P, =P,

i,min
2.2. The economic dispatch as a consensus problem

In a decentralised control approach, each generation unit is an agent
that will make decisions based on local measurements and limited
information from neighbours. Usually, the communication structure
among agents is formulated with the help of a graph G = (N,E)
consisting of n vertices (or nodes) N = {y;|i = 1,2,...,n}, and a set of
edges that connect pairs of nodes E C NxN. Agents are placed at nodes
and edges represent the communication links between agents [45].
Directed graphs (digraphs) have a direction associated with each edge.
In this case, an edge is typically represented as a pair {v;,v;}, which
means that the information goes from agent v; to agent v;. An n-node
graph has an n x n adjacency matrix A; which has the weights for the
communication links:

{vj,v;} €E

{ a; >0
a; =0 {v;,v;}¢E

In a digraph, if a;; > 0 node v; receives information from its
neighbour node v; but not necessarily vice versa. The set of neighbours
of node v; is defined as N; = {v;|{v;,v;} € E}.

(6)

2.3. Consensus in multi-agent control systems with a leader node

Following the approach in [46], let us assume that the state of nodes
v; and v; can be quantified as x;(r) and x (0, respectively, at a given
time instant 7. Let us also assume that v; controls its state value as:
dx, (1)

P Y ay [x,0 = x,0) + by [Xep = x,(0)] )

v;EN

where b; > 0 for only one node called “the leader” with a state value

Of X,of.

Consensus is reached if

dx;(t

im 250 _ (8)
t—-oo dt
and
lim x, (1) = -+ = lim x,(t) = X,s 9
=00 11—

which are guaranteed if and only if the leader node is the root of a
spanning tree in the graph, i.e., all nodes of the graph can be reached
from the leader by following the directed edges of the graph. This
condition can be verified by evaluating the eigenvalues of the Laplacian
matrix of the graph, a matrix constructed from the adjacency matrix.
More details on consensus algorithms and their stability can be found
in [46].

As shown in the previous section, the optimality conditions are met
when 2c P, + cp, of all non-limited units are equal (4). Therefore, one
could formulate the economic dispatch as a fully decentralised problem

implementing consensus on the marginal costs that will be assumed to
have different values in each unit (4,; # 4, ;):

consensus on virtual
marginal cost

dPx(t)
dt

v 2 (A= A 0) o
JEN

with P*(t = 0) = P, at the instant of running the economic dispatch

problem, y; is a dimensionless gain that can be tuned to adapt the speed

of convergence (its design is shown later), and:

Ay (D) = Zyen o A0 2 0) { if PX() = P, pin OF an
" Zjen ”iTjer if P7(0) = P max

Api(t)=2¢, P+ cp i Py < PF(1) < P, 12)

,max

where 0 <6 << 1.

To guarantee that the power generation in each unit is within
constraints, P*(t) is limited to the range [P, ,;, , P; max]- If P (?) reaches
saturation, 4,;(r) can be obtained from the ones calculated by the
neighbours, as in (11).

The proof of convergence of the proposed decentralised algorithm
to solve the economic dispatch problem is included in Appendix A.

2.3.1. Demand constraint requirement
The demand constraint requirement in the economic dispatch prob-
lem is:

Y P=pr 13)
ieU

where P, is the active power supplied by the ith generator and P; is
the total demand (or load).

In the centralised problem, the total demand P; is estimated as the
sum of the active power served by the generators at the operating point:

P =) PO a4
ieN
This is achieved if the total generation power remains constant:
dPr(n)

(15)

)

; dt
iEN
Therefore, the demand constraint is satisfied as long as the saturated

units act as pass-through agents, which is ensured by Eq. (11).

2.3.2. Introducing generation limits for agents
Unlike in most cases [47], the convergence of the proposed algo-
rithm does not change under saturations. A demonstration follows.
When applying the general consensus algorithm, units limit their
active power set point in the range [P,;,, P,..]- During this saturation,
the virtual marginal cost changes as:

Api(D) =
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Z]GN Lj(t)
——————— for P*() = P, 1y
Z]EN Ter
Yjen 4 ﬂw@ (16)
—Ter for PH(1) = P jnax
ZjEN a;j
2c4, P+ cp, for Py pin < PF(1) < Py ax

From a practical point of view, this is a feedforward of the values
received by the neighbours during saturation. This guarantees the con-
sensus between all non-saturated agents that remain communicating
their own values.

2.3.3. Convergence under time delays

Communication time delays among agents can affect the conver-
gence of the consensus algorithm [24,48]. If 7;, were the communi-
cation delay between unit j and unit i, (10) should be written as:

consensus on virtual marginal cost
d P* (1) e N
= A" (At = 75) = Ay (1) ar
JEN
Here, the delay bound to guarantee the stability of the consensus
algorithm is limited by the maximum out-degree (i.e., max;(}; v;4;;))
of the nodes of the graph, affected by both 4;; and y;, as stated by [38].

2.3.4. Discrete-time implementation

A new discrete implementation of the problem is introduced here
to avoid problems with delays (making the economic dispatch con-
vergence independent from the communication delay between agents):
each iteration is only run at each agent when all the messages from
its neighbours are received, guaranteeing robustness to communication
delays and to asynchronous communications. This discrete implemen-
tation will be called “triggered”.

consensus on cost

Pik+1)=P'(k)+7 Z 5" (Ap,j (k) = A 1(K)) (18)
JEN

2.3.5. Calculation of the convergence gain

To calculate the convergence gain y; to be used in (18) in the
discrete system, we have to consider the power limits. Considering
that, in a discrete system, the consensus is only guaranteed if the states
cannot pass from the minimum limit to the maximum limit or vice versa
in only one iteration [47], Eq. (18) can be rewritten as:

Pi(k+1)= P(k)+ I, (19)

where the bounds of I that guarantee consensus in the discrete system
are:

- P

max(F) < i,max i,min (20)

min(l;) > P, - P

i,min i,max

If for simplicity, y = y; = y; ¥ i, j, and taking into account (18) and
(20), one obtains:

. Pi.max - Pi,min
¢ty P[,max
max; (Zl a,-j)

3. Decentralised increment-based secondary control

y < 21

This paper proposes an increment-based secondary control layer
also based on consensus which acts only on deviations from the tertiary
control set points. Generation or demand variations from the dis-
patched values and power losses cause these deviations. The incremen-
tal notation used for secondary control is described by Egs. (22)—(25):

ref
dAZ’ = ,-;v a8 - aa) - g a0 (22)
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dap’ Aw; — Aw,
J ]
d; = 205 ——— + AP, — AP,
JjEN mp,
- g,.PAP/- - g’ Aw; 23
dav'’
dl = z aj;(dv; — Av) — gf Ay 24
! jeEN
dAQref
—— =Y 240, - 40, - g2 40, (25)
JEN

where, with x being the frequency (w), active power (P), reactive
power (Q), or voltage (V), Ax’ef is the increment from the reference
value given by the tertiary control (xref ™, ie., Ax; = x, — x:ef T is
the measured deviation from the tertiary control reference, g are the
pinning gains for frequency, active and reactive power. Meanwhile, a*
are the elements of the adjacency matrices for frequency, active and
reactive power, and voltage.

The proof of convergence of the proposed incremental secondary
control is included in Appendix B.

This paper adopts the leader-based pinning gain procedure used
by [9], in which only the DGs set as the leaders could have non-zero
pinning gains and, for simplicity, only one leader will be considered in
the system. It is in charge of recovering the voltage and frequency of
the system after any disturbance. Therefore, if the leader is the DG k:

gr=g=1 & g'=¢g'=0Vi#tk (26)

The proposed method does not involve pinning gains for active and
reactive power:

giP=giQ=0 Vi 27

As mentioned by [29], in power systems with highly inductive
electrical lines, voltage and reactive power are strongly coupled. Given
the fact that the voltage is a local variable for each agent, as opposed
to the frequency, consensus on a voltage profile and reactive power
distribution cannot be achieved simultaneously This means that in (24)
and (25), V i,j, if al.”j = 1 then a = 0 and if a = 1 then al.”/. = 0.
This application prioritises reactlve power consensus in the secondary
control layer over voltage consensus.

The active power set points calculated by the secondary control are
saturated to consider the DGs operating range. If the leader were with
its active power set point saturated, its role would be passed to the
next DG that is not saturated, because some active power margin is
necessary to recover the system frequency.

3.1. Cost-based secondary control
To consider unit costs in the secondary control layer, a,.’;. coefficients

can be modified as:
dc;

Pcost _ P J
a; " =aj; —dcj (28)
dCi -
5 dc;
where:
dc;
de; = ()_PI, =2cy, P +cp, 29)

If the measured active power of the units is above their scheduled
active power, the most expensive must have the lowest increment. If
the measured active power of the units is below their scheduled active
power, the most expensive must have the highest decrement. To change
the active-power sharing if the scheduled active power is above the
measured one, af; can be modified further as:

6P —2cAP+cB AP, >0
de; = d; 1 (30)
— = — AP, <0
oP; 2cq, P +cp,
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Design step

Information needed

current controllers

1

2. Design droop
controllers

1. Design voltage and /

Converter filter

Converters capacity /

S S L E R L L ELEELEEEEELET

3. Design
secondary control

Droop control and
communication delay

!

4. Design
tertiary control

Secondary control and
communication delay

!

5. Test hierarchical
control in real-time

Microgrid model /

Fig. 2. Flowchart of the design of the proposed decentralised hierarchical control structure, specified for grid-forming converters. The dashed area includes the

control layers with novelties described in this paper.

Generation units have two main control solutions: Grid-forming
(imposing voltage and frequency at their connection point) and grid-
following (tracking voltage and frequency at their connection point
to orientate the current injected with respect to that voltage to meet
active and reactive power set points) [9]. Synchronous generators,
electronic power converters controlled like virtual synchronous ma-
chines (VSMs), and droop-controlled electronic converters are common
realisations of grid-forming units, being the last one, probably, the most
often used when electronic solutions are considered. Droop control in
electronic converters mimics the reaction of synchronous machines [9]
against load disturbances: they usually reduce their output frequency
when the load active power increases, and they reduce their out-
put voltage when the reactive power demand increases. Nevertheless,
a different strategy may be required in the case of resistive power
lines [32]. In grid-forming droop-controlled electronic converters, the
frequency imposed depends on the active power injected as:

@;

= w;ef —m;(P; — Pl,ref) (31)

where m; is the droop coefficient w; is the converter output frequency,
co:ef is its frequency set point, P,.'ef is its active power set point, and P;
is the active power injected by the converter. This formulation of the
droop control is valid for systems with mainly inductive impedances
between units.

The main steps to design a decentralised hierarchical control for
a microgrid are summarised in Fig. 2. The secondary control design
follows the guidelines described in Section 3, and should be validated
through dynamic simulations including lower control layers.

The tertiary control design follows the guidelines described in Sec-
tion 2, and its set-point updating frequency should be such that the
secondary control is able to reach a given set point before an update is
provided.

4. Case study and results

The system under study is shown in Fig. 3. It consists of four agents,
which are electronic grid-forming converters (DG1-DG4), some AC
lines, and a DC link with two grid-following interface converters (INV1
and INV2).

INV1 INV2
DGl 1 2 3 4 5 6 DG3
| [ |
O~ —H— K —H

DG2

n Load 1 Load 2 r

Fig. 3. 6-bus system with four generators and two loads with one point-to-
point DC link between buses 2 and 5. DC/AC interface converters are named
INV1 and INV2.

éc
Q
Ny

Agent 3

Fig. 4. Communication graph used for the decentralised economic dispatch
algorithm.

The graph used for the communication among agents, shown in Fig.

4, has an adjacency matrix as follows:

(32)

=)
o - o
- o - o
o - o
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Table 2

Coefficient of the agents’ cost functions and power range for every agent.
DG Cp, Ca, Pin Pax

[$/MW] [$/MW?] MW] [MW]
1 2 0.04 0 80
2 3 0.03 0 80
3 4 0.035 0 80
4 4 0.03 0 80
Table 3

Communication delay implemented for each test
case.

Case Delay (ms)
I 50

)i 100

III 200

4.1. Convergence of the proposed decentralised economic dispatch algo-
rithm under communication delays

This section compares the proposed method with one existing ref-
erence method in the literature, [23], under different communication
delays between the agents. The objective of this section is to demon-
strate the robustness to delays as the key novelty of the proposed
decentralised economic dispatch algorithm.

Table 2 includes each agent’s coefficients of its cost function, and
minimum and maximum allowed active power. Table 3 shows the
communication time delay between agents included in the simulations
for each test carried out on the case study. The communication delays
chosen are based on typical values in this kind of control structure [40].
The communication delay is included as a constant delay in all the
communication links between agents. Since all agents have an equal
convergence coefficient for the consensus () ; al.Tje’ = aﬁf’v Jj,k and
vi = v; ¥ i,j), the worst case from the stability viewpoint is when all
delays are equal to the maximum value.

Fig. 5 compares the simulation results of the proposed algorithm
with those of the algorithm in [23]. Non-triggered (original) and trig-
gered versions, in both cases, are considered (see figure caption for
a full explanation). A centralised algorithm has also been included
for benchmarking. Table 4 includes numerical details of the results.
Clearly, the original realisations of both algorithms (“icost” and “ref.”)
are highly affected by communication delays: “icost” reaches consensus
despite communications delays but the bigger the delay, the larger
the deviation of the solution from the optimum is; and “ref” fails
to converge for communication delays above a certain threshold, as
shown in [24]. The triggered realisations (“T. icost” and “T. ref.”) are
more robust. In fact, for each algorithm, the final consensus value was
always reached in the same number of iterations. These iterations take
longer as the communication delay grows. Nevertheless, the proposed
algorithm (“T. icost”) always takes fewer iterations than “T. ref.” to
reach consensus.

Although the proposed algorithm is less affected by communication
delays, the solution obtained by the non-triggered version of the al-
gorithm does not meet the generation-demand constraint with large
communication delays.

Fig. 6 shows the evolution of the virtual cost and power set point
of each agent during the consensus process for the communication
delay in case I. The proposed triggered algorithm was used. Clearly, the
virtual cost of all agents evolves to a consensus value. In fact, this value
is the marginal cost of all non-limited units at the optimal solution.

4.2. Performance and robustness of the proposed secondary control in the
case study

The parameters used for the microgrid and converter models in
Fig. 3 are included in Appendix C. The control structure for interface
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Table 4
Comparison of the performance of different energy dispatch algorithms under
different communication delays.

Case Algorithm cost [$/h] P, [MW]
I Centralised 994.4726 202.9

I Triggered icost 994.4726 202.9

I icost 994.3421 202.8805
I Triggered base 994.4726 202.9

I Base 0 0

I Centralised 994.4726 202.9

I Triggered icost 994.4726 202.9

I icost 984.4558 201.3981
I Triggered base 994.4726 202.9

I Base 1904 320

I Centralised 994.4726 202.9

111 Triggered icost 994.4726 202.9

I icost 962.0203 198.0135
I Triggered base 994.47 202.8996
111 Base 0 0

converters INV1 and INV2 is shown in Figs. C.16 and C.17. The control
structure for grid-forming converters DG1-4 is shown in Fig. C.18. The
parameters used for the system model are shown in Table C.6.

For simplicity, the communication graph used for the secondary
control is the same as the one used for the economic dispatch, with DG1
set as the leader at the beginning of the simulation. Adjacent matrices
are:

01 0 1
1 01 0

P AQ = 4o =

AP =A% =4 01 o0 1 (33)
1 01 0

In this particular application, voltage consensus is not implemented;
therefore:

A =04 D)

Non-linear electromagnetic dynamic simulations of the microgrid
shown in Fig. 3 were carried out to evaluate the proposed secondary
control and its robustness.

The MATLAB-Simulink tool VFlexP, described in [49] was used to
build the dynamic model of the microgrid and for simulations.

The dynamic models used were initialised from the power flow
solution of the hybrid microgrid obtained using the flexible universal
branch model in [13], an extension of MATPOWER [50].

The robustness of the secondary control structure to communication
time delays and loss of communication links was investigated by modal
analysis (with a linear model of the delay) and non-linear simulation
(with an exact delay), respectively.

Fig. 7 shows how the eigenvalues of a linear approximation of the
system model move when the communication delay between agents is
varied from 50 to 200 ms in 100 equal steps. The communication delay
is modelled by a 3rd-order Padé approximation when linearising the
system equations, as suggested in [38]. The same delay was applied in
all communication channels. As stated in [40], although the communi-
cation delay is stochastic in real scenarios, a constant modelling of the
delay as its average value is enough for this type of stability studies.

Eigenvalues are shown in Fig. 7 which includes the phase (£4;) and
magnitude (|/l,-|) of eigenvalues. The latter is shown in a log scale to
include eigenvalues with very large magnitude and those with a small
one, in the same figure. In the case of complex conjugates, only the
eigenvalue with a positive imaginary part has been plotted (Imag(4;) >
0). In this representation, if all eigenvalues have a phase between 90
and 270 degrees (i.e., they are in the left-hand side of the complex
plane), the system is stable. It should be noticed that the linearisation of
the non-linear system for this modal analysis stability study is done for
a specific operation point. If the operation point changes (for example,
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(c) Case IIIL.

Fig. 5. Comparison of the convergence evolution of the objective function (global operation cost) and the power balance obtained using the different approaches
for cases I, I and III. “Centr.” stands for the conventional centralised approach, “T. icost” stands for the triggered version of the proposed approach, “icost”
stands for the non-triggered version of the proposed approach, “ref.” stands for the approach presented in [23] (note that this last approach is shown separately
in the lower part of each graph due to the large differences in the Y-axis values), and “T. ref.” modifies that proposal to include a triggered approach.

changing the active-power dispatch), the linear system will not be
exactly the same.

Fig. 7 shows that the system remains stable for the range of the com-
munication delay tested. However, some complex eigenvalues move
closer to the stability limit (£4; = 90°) when increasing the communi-
cation delay. If the delay is increased further, the system could become
unstable. This could be avoided if the delay can be compensated
somehow [40]. In this work, we propose slowing down the secondary
control until the stability of the system is not affected by the expected
communication time delays. A constant 100 ms delay is used for all
communication links in the remaining case studies in this paper unless
otherwise stated. Incidentally, the delay will not affect the tertiary
control layer convergence as long as the “triggered” version is used.

To test the robustness of the proposed secondary control against
the loss of communication links among agents, the system response to
a 5.85% reduction in both loads of the system is compared in three
scenarios:

1. No link loss (as in Fig. 4).
2. The links starting at DG2 are lost.
3. The links starting at DG2 and the links starting at DG4 are lost.

Table 5 includes the Laplacian (L matrix) and its eigenvalues for the
communication graphs corresponding to the three scenarios considered.

Table 5
Eigenvalues of the Laplacian matrix for each communication graph case of the
communication link loss study.

Case L=L"+G"” L eig.
(3 -1 0o -1 [ 0.1864 ]
1 -1 2 -1 o0 2
0 -1 2 -l 2.4707
-1 0 -1 2 43429
[ 2 0o o -1 [ 0.1981 ]
5 -1 2 -1 o0 1.555
0 0 1 -l 2
-1 0 -1 2 3247
1 0o o o [
5 -1 2 -1 0 1
0 0 0 0 2
-1 0 -1 2 2

Only the third case has an L matrix with one zero eigenvalue, and
consensus is not guaranteed.

Fig. 8 includes the simulation results of the dynamic response of
the active power of DGs 1-4 to a 5.85% reduction in both loads for the
three case scenarios considered.

Clearly, results show that consensus is not reached in the third
case, confirming the theoretical foundations (i.e., consensus is only
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Agents evolution

—o— Agent 1 —=— Agent 2
—o— Agent 3 Agent 4
10 F1 T T T T
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Py [MW]

Time [s]

Fig. 6. Evolution of the virtual cost and power set point of each agent during
the consensus process for the communication delay on case I.

5.10-2 0.1 0.1 0.2
delay [s]

Poles of the system

150

/i [degrees]
’h
X

e

\ \ \

100 TSR NG T ST NN
10°2 10° 102 10! 106
|A:] [rad/s]

Fig. 7. Variation of the system eigenvalues 4, when the constant communica-
tion delay between agents is varied from 50 to 200 ms. The figure includes
the phase and magnitude of eigenvalues. The latter is shown in a /og scale to

include eigenvalues with very large magnitude and those with a small one, in
the same figure.

guaranteed if the conditions for the Laplacian eigenvalues described
in Appendix B are met).

Fig. 9 includes the simulation results of the dynamic response of
the active power of DGs 1-4 to the outage of DG4 for the three case
scenarios considered.

Again, results show that consensus is reached in the first and second
cases, but not reached in the third case, confirming the theoretical
foundations.

To test the performance of the proposed secondary control in cases
of deviations from the set-point dispatched by the tertiary control layer,
it is also tested under demand variations. Fig. 10 shows the cost
increment from the optimal operating point (i.e., updating the tertiary
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Fig. 8. Active power response of DGs 1-4 to a 5.85% reduction in both loads
for each communication graph case of the communication link loss study.

control set points for the active power after each load disturbance)
in the operation of the proposed secondary control under demand
variations from the initially dispatched point. The cost increment is
calculated as the cost obtained with the proposed method minus the
cost of the optimal dispatch at the same operation point. Results with
a secondary control based on active power sharing (Default SecC) are
compared with those of a cost-based secondary control (Cost-based
SecC) in that figure.

As expected, Fig. 10 shows that the cost-based secondary control is
always cheaper than the one based on active power sharing. However,
the cost increment in both methods is small for the tests carried out,
even in cases with an active power demand that is very different from
the scheduled one. In these cases, the tertiary control layer should
update the active power set points.

To evaluate the performance of the proposed hierarchical control,
the active power consumption of both loads in Fig. 3 is varied. First
of all, it is reduced to 0.05% of the original load and then increased
up to 140% of the original load. For simplicity, the load is changed
linearly every 20 s for 3600 s (1 h). The costs are varied randomly with
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Fig. 9. Active power response of DGs 1-4 to the outage of DG4 for each

communication graph case of the communication link loss study.
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Fig. 10. Cost increment from the optimal one, with a secondary control based

on active power sharing (Default SecC) and with a cost-based secondary control
(Cost-based SecC), as demand varies.
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Fig. 11. System performance under demand variation.

a uniform distribution between 2 and 4 for cg and between 0.02 and
0.04 for c,, every 100 s, time when also the tertiary control updates
the active-power set points. The communication graph used here is the
one presented in Fig. 4, with the same adjacency matrix.

Fig. 11 shows the active power injected by DGs 1-4 during the test.

As clearly shown for the active power results in Fig. 11, the sat-
uration of the active power set points works properly. The proposed
secondary control structure also manages to recover the frequency to
its nominal value after each active load disturbance.

The differences between the scheduled, and real active and reactive
powers are shared by all DGs depending on the af; and a‘.Q. coefficients,
respectively. In the case of the active power, as described in Section 3.1,
af; coefficients are modified to consider unit costs in the secondary
control layer.

4.3. Real-time validation of the proposed fully decentralised hierarchical
control

For the real-time validation of the proposed fully decentralised
hierarchical control, the algorithm was implemented in a real-time
simulator, OPAL-RT OP4510. The process followed for the real-time
simulation of the proposed algorithm is depicted in Fig. 12. The non-
linear system was modelled using MATLAB Simulink and compiled for
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Host PC Target PC (RT)
~ 11
MATLAB OPAL-RT OPAL-RT
Simulink  HYPERSIM OP4510

Fig. 12. Diagram of the process for the real-time simulation of the proposed
hierarchical control in the OPAL-RT OP4510 simulator. The model of the
system is implemented in MATLAB-Simulink, and then it is compiled for OPAL-
RT HYPERSIM software. Then, the HYPERSIM model is executed in real time
on the OP4510.

OPAL-RT HYPERSIM software. Then, the HYPERSIM model is executed
in real time on the OP4510. The time step was set to 50 ps, the
performance factor was set to 1 and the processor load level was set
to 0.8.

The usage of a single core of the OPAL-RT OP4510 for this real-time
simulation was around 5%. The real-time simulation results are shown
in Fig. 13.

Regarding the tertiary control, as clearly shown in the figure, the
virtual marginal costs reach consensus in a few seconds at every
dispatch.

This means that the economic dispatch converges in a few seconds,
and that an optimal solution is found, since all the virtual marginal
costs are equal after convergence.

Regarding the secondary control, the voltage and frequency recover
their nominal values in a few seconds after each disturbance. The
reactive power sharing is set equal to all converters except DG1. The
active power sharing of disturbances depends on:

1. The active-power set point set by the decentralised economic
dispatch problem.

2. The disturbances (deviations) from the dispatched active-power
set points are shared depending on the costs, as defined by (30),
which can help to understand the deviations from the dispatched
set points.

Noticed that the active power injected has a mismatch with the dis-
patched one. This deviation is caused on purpose, because the demand
is changed before the update of the tertiary control set-points to test
the performance of the proposed secondary control layer.

Fig. 13 also shows that the total operation cost is close to the
“Optimal Cost” which is the total cost the system would have with a
centralised dispatch immediately after every load and cost change.

5. Large case study

This section includes the validation of the proposed decentralised
hierarchical control structure for a larger case study to prove its scal-
ability. The large case study implemented in this section is the con-
nection of the IEEE 57-bus system and the IEEE 14-bus system with
a 10-bus DC system. The system includes 12 grid-forming converters
that are agents involved in the proposed hierarchical control. This is
essentially the same system implemented in [49] with two extra lines
(line connecting buses 150 and 204 and line connecting buses 151 and
205) with very small impedance (x; = 4 - 10~* pu and r, = 10~ pu) to
have only one synchronous AC area. Fig. 14 depicts the system studied.
Buses with generators are highlighted in red.

The adjacency matrix of this system with 12 agents follows a ring
structure and is implemented in MATLAB as:

A = 0.5 = cireshi ft(eye(12), 1) + 0.5 = circshi ft(eye(12), —1); (35)

11
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Fig. 13. Results of the real-time validation of the proposed decentralised
hierarchical control.

which gives a symmetrical 12 x 12 matrix with all diagonal elements
equal zero and with its upper part as:
AGi+1)=05,i=1,...,11
{ A(1,12) =0.5 36)
Modal analysis, similar to the one conducted in Fig. 7, demonstrates
that the proposed secondary control is stable with the tested conditions
and parameters. Details on the secondary control implementation can
be found in [51]. A similar simulation to the one shown in Fig.
11 (i.e., with MATLAB, changing demand and costs) was carried
out for this system, and the results are shown in Fig. 15. Results
demonstrate that the proposed decentralised hierarchical control is
functioning effectively. The proposed secondary control structure suc-
cessfully restores the frequency to its nominal value after active load
disturbances. The differences between the scheduled active and reactive
powers and the actual values are shared among all DGs using the
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Fig. 14. IEEE 57-bus system connected to the IEEE 14-bus system and a 10-bus DC system.

i‘; f; coefficients are adjusted in the

secondary control layer to reflect unit costs. As shown in the figure, the
proposed fully decentralised hierarchical control achieves an operation
cost close to the optimal one, named “Centralised” in the figure.

coefficients 4/, and ag. Again, the a

6. Conclusion and future work

This paper proposes a fully decentralised multi-agent hierarchical
control of a hybrid AC-DC microgrid and illustrates its performance.
The secondary and tertiary control layers of the proposed control are
based on consensus formulation. The tertiary control layer proposed
calculates the optimal active-power sharing between generators in the
microgrid cooperatively in a decentralised manner. The convergence of
this control layer is not affected by the communication delay thanks to
the proposed triggered scheme. The results obtained by the proposed
algorithm are compared against an existing decentralised approach and
against the conventional centralised solution. Simulation results prove
the robustness of the proposed method to communication delays. The
secondary control layer proposed manages the active-power sharing of
the deviations from the dispatched operation point. Simulation results
show the performance of the proposed control, which considers active-
power limits for the generators and is able to include unit costs in the
secondary control layer.

Future work will focus on considering the grid and voltage and
reactive-power control on the economic dispatch problem and ex-
tending the algorithm to solve a multi-period decentralised economic
dispatch problem, considering energy storage characteristics such as
degradation and state of charge. On the secondary control layer, fu-
ture research will include the design of a trigger mechanism for the
proposed incremental secondary control.

12

CRediT authorship contribution statement

Andrés Toméas-Martin: Writing — original draft, Visualization, Val-
idation, Software, Methodology, Data curation, Conceptualization. Be-
hzad Kazemtabrizi: Writing — review & editing, Validation, Super-
vision, Resources, Data curation. Aurelio Garcia-Cerrada: Writing
— review & editing, Validation, Supervision, Resources, Project ad-
ministration. Lukas Sigrist: Writing — review & editing, Validation,
Supervision, Resources, Data curation. Emilio J. Bueno: Writing —
review & editing, Supervision, Project administration.

Declaration of competing interest

The authors declare that they have no known competing finan-
cial interests or personal relationships that could have appeared to
influence the work reported in this paper.

Acknowledgements

This work has been partially financed by the project TED2021-
130610B-C22, funded by MCIN/AEI/10.13039/501100011033, and by
the European Union NextGenerationEU/PRTR. The collaboration be-
tween Durham University and Comillas has been eased with a special
grant “for research-staff mobility to foreign research centres” to Andrés
Tomés-Martin, from Comillas Pontifical University.

Appendix A. Proof of convergence of the proposed decentralised
economic dispatch problem using a Lyapunov function

The objective of this section is to demonstrate that the consensus
formulation on Egs. (10)—(12) converges to the optimal solution and
minimises the global cost:

T(Pr) =3, (CA,. (Pi*)2+CB,Pi* "‘CC,-)
ieN

(A1)
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Fig. 15. Performance of the proposed hierarchical control under cost and

demand variation in a large system.

where the marginal cost of each agent is:

aJ

A = =2cq PA(1) +cp, (A2)

oPr

Let us consider the following scalar function:

W =33 ¥ 40 - 40 (A.3)

iEN jEN

1. W(n > 0 always, unless 4;(f) = 4;(f) = A* for all connected

generators (graph nodes)

2. 4* will be the optimal solution for the microgrid at one “equi-

librium point”.

3. Furthermore,

dw j i
= 2 2 a (4= 4y) (= 4y) A4
ieN jeN
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where
. dPr(t)
A= chi R (A.5)
which becomes:
Ai=2eur Y, a)d (A= 4) (A.6)
keN
Calling,
Si= Y a (A —4) (A7)
kEN
yields,
j’i = _chiVi‘si (A.8)
and taking this result to (A.4):
aw T
=Y Y ar (k-4 (2cA/_yj5j —2cAiy,.5,.) (A.9)
iEN jEN
In other words:
aw
—=-2 Dearid Y, ar (4= 4)+
ieN JEN
2 e r8; 2 an (A - 4y) (A.10)
J iEN
and
aw
el -2 2 cAiy,-zS? -2 Z cAjyj(S?
ieN JEN
=—4 z cp 1i6 (A.11)
iEN

4. Since y; > 0, 6> > 0 and ca, >0 Vi, dW /di <0, W(t) has proved
to be a Lyapunov function that guarantees that 4;(r) = A1) =
A*, V i&j, is a stable equilibrium point and all generator units
will reach the consensus solution, eventually.

Appendix B. Proof of convergence of the incremental secondary
control using a Lyapunov function

Let us define,

« the state vector:

40 = 4SS, AT, .., A0T]" (B.1)
+ the Laplacian matrix (L®) of the graph:
L?® = D” — A? (B.2)

where A is the adjacency matrix, and D is the in-degree matrix
whose elements are defined as:

ag=3 al, (B.3)
vjeN

» and the pinning matrix of the graph as:

G® = diag (7. 5.....87) (B.4)

One can rewrite the consensus in Eq. (22) in matrix form as:
dAw'®S
dt

where L = L? + G®.
The following candidate for a Lyapunov function can be proposed:

=—(L® + G”) A"/ = —LAw"™f (B.5)

T (40l ) = 3 (40 )" M - Aot/ (B.6)

where J (40"/) is positive for Aw™®/ # 0 and J(0) = 0, if matrix M is
positive definite [52].
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Table C.6
Parameters used for the simulation of the microgrid.

Grid-forming converters

mp 0.05 pu ng 0.05 pu
R, 0.01 pu L, 0.1 pu
C, 0.1 pu R, 1000 pu
R, 0.05 pu L. 0.5 pu
Kpy 1 K,y 10
Kpe 1 Kc 10
F, 1 LPF,,,, 0.01s
Interface converters
R, 0.0001 pu L, 0.15 pu
Ry, 0.0002 pu Ly, 0.35 pu
Kpc 1 Kic 10
Kpprr 1 Kiprr 20
@, 0.0001 Bia 0.015
7 0.2 72 0.2
Kp.pco 0.5 Kipca 10
Lines
R, 0.001 pu L, 0.1 pu
Ry 5 0.05 pu L, s 0.5 pu
R;_4 0.05 pu L;_, 0 pu
Rs_4 0.001 pu Ls_ ¢ 0.1 pu
Loads
Ploaa, 122.9 MW Qloud, 0.3 MVAr
P, 80 MW Qlous 0.5 MVAr
- krprr, 1
0 () Kpprr, + —CEE = 0
S S
Vogqi dq
abc
e vggabeyi
Fig. C.16. Block diagram of the phase-locked-loop.
At the same time, the derivative of J (4w"/) is:
T
dj 1 dAo™f dAo™/
= (e T MRy (222 M Ao
dt 2 dt dt
1
=3 [(A0™ )" M(~LAw™) — (LAw"™ )" M Aw™/ |
1
=— E(Aw'ef Y(ML + LT M)Aw"™f (B.7)

Consensus is guaranteed if matrix (M L + LT M) is positive definite
so that dJ/dt < 0. (ML + LT M) is positive definite, and J (4w"™/) is
a Lyapunov function, when L = (L® + G*) has all its eigenvalues (4;)
with positive real part (4, >0V i).

Similarly, one can demonstrate the convergence of (25) and (24)
given that v, and Q; are directly affected by v/*/ and 0/*/, respectively.

The convergence of (23) can also be demonstrated providing that
the system maintains synchronism (in steady state w; = @ Vi, .

Appendix C. Model and parameters of the test system

This section describes the models used for the analysis and simula-
tion of the proposed decentralised hierarchical control. Full details on
the models can be found in [51].

Table C.6 includes the parameters used for the microgrid and con-
verter models.

The interface DC/AC converters INV1 and INV2 in Fig. 3 are con-
trolled as grid-following converters on the AC side.

The active-power losses involved in the conversion are modelled as:

Piyssi = @ + B PAC +y,(PACY [(eR))
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Tagged signals:

{1} v is the voltage set by the converter
before the inductance.

{2} i, is the current through

the inductance.

{38} v, is the voltage of the

point of connection.

{3}’ Vodi

Fig. C.17. Current controller of one grid-following converter.

As grid-following converters, they track the voltage amplitude and
angle of their AC point of connection and orientate their injected
current with respect to that voltage to meet active and reactive power
requirements. This tracking is done with a phase-locked loop and Park’s
transform, as shown in Fig. C.16. Park’s transform is a well-known
reference frame transformation from 3-phase magnitudes into constant
values in the steady state.

As shown in Fig. C.17, direct (d-) and quadrature (q-) axis currents
of the grid-following converters are controlled with PI controllers, after
Park’s transform, and the d—q coupling terms are compensated.

Set points for d- and g-axis currents are calculated using d- and g¢-
axis voltages (v,;, U,,;) measured at the point of connection, and the
active and reactive power set points P’.’ef and Qt.ref :

ref ref
UodiP + quiQ,'

o i
hai = I (C.2)
odi oqi
ref ref
v VouiB T — Uoai Q; €.3)
g = 2 2 :
odi oqi

The active and reactive power set points P,.’ef and Qfef for INV1
and the reactive power set point for INV2 are kept constant and equal
to the ones obtained with the power flow calculated at the operating
point.

The active power reference for INV2 is modified with a PI controller
to maintain its DC voltage:

Kj.pcp
=)

Pl (5) = (vpcp — Vgt ) <1< p.oc2 + (c.4)
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Tagged signals:

{1} v, is the voltage set by the converter
before the LCL filter.

{2} 1 is the current through

the converter-side inductance

of the LCL filter.

{3} wv,; is the voltage of the capacitor.

{4} 1, is the current through

the grid-side inductance

of the LCL filter.

Power ref ref
calculation P Wi
——A—

Vodilodi mp; o
+Voqilogi L+sT | = ’
quiiodi Q1 nQi +
_vodiioqi 1+ sT -
f f
Q;‘E ’UZ‘E

{4} o
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{3} voui

- vl {1}

{2} dgas

+>'> qui {1}

{3} Vogi %

Fig. C.18. Primary control (droop control) and voltage and current controllers of one grid-forming converter.

DGs 1-4 are grid-forming converters working with droop control.
Fig. C.18 depicts the control diagram of the primary control (droop con-
trol) and voltage and current controllers of one grid-forming converter.

Data availability

The data and models used are available in the GitHub repository
“VFlexP”, included in the reference list.
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