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Abstract
The electric power industry is shifting towards more intelligent, flexible, and inter-
active systems with an increasing share of renewable energy generation. At a house-
hold level this is achieved through household energy management systems HEMS
that benefit from smart meter technology. However, HEMS are only effective if
reliable household electrical load forecasts are generated. Due to its fluctuating na-
ture, forecasting future electrical loads has proven to be a challenging task. In this
work probabilistic forecasting methods are proposed, unlike deterministic forecasts,
probabilistic forecasts provide further information on future load values distribu-
tions. Long short-term memory LSTM recurrent neural network RNN models are
proposed to improve the forecasting accuracy; these models have proven to be ef-
fective when forecasting volatile time series data. In the first part of this thesis
the forecasting results from the LSTM RNN models are compared against the more
commonly used feedforward neural network models. Both models are evaluated on
four smart meter data sets, Smart*, UCI, UK-DALE and Ausgrid data set. The
main finding is that although both models generate reliable density forecasts, the
LSTM RNN outperforms the feedforward neural network on most of the cases. Fore-
casting models perform differently depending on the data set under consideration.
The second part of this thesis seeks to extract the main data set features affecting
both model’s forecasting accuracy. A correlation study of the forecasting errors and
each feature’s metric was conducted. The 300-household data from the Ausgrid data
set was analyzed to generate the correlation analysis. Results showed that for the
analyzed households, the average consumption power, the cyclic behavior, the load
dispersion, and the behavior pattern consistency impact forecasting accuracy.

Keywords: STLF, Household, Recurrent Neural Network, Probabilist Forecast-
ing, Load Pattern, Clustering
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1 Introduction

The energy market is facing a paradigm shift. The electric power generation is now
moving from fossil fuels to renewable sources and from centralized to decentralized
power generation. The fluctuating nature of wind and solar electric power generation
is a big challenge when adopting these technologies. In fact, the spread of renewable
power generation has affected wholesale electricity markets by increasing their price
volatility. On the other hand, there is a current spread on the employment of
smart meters on households. Smart meter technology enables an implementation of
variable rate electricity tariffs which are adjusted to the wholesale energy market.

A household energy management system (HEMS) is designed to optimize con-
sumer costs by managing consumer demand, communicating with the utility to
determine the wholesale electricity market price, and calculating the use of local
generation to off-set remote generation costs [32]. To achieve the aforementioned
objectives, HEMS require reliable forecasts of short-term electricity consumption.
This work focuses on developing better short-term load forecasts by using machine
learning algorithms.

Although most research studies have focused on developing single point load fore-
casts, in this work a probabilistic electricity load forecast is proposed. Household
electricity consumption depend largely on arbitrary human behavior, this causes
high forecasting errors. Probabilistic forecasts provide further information on the
distribution of future values.

In this work a forecasting method based on Long Short Term Memory (LSTM)
recurrent neural networks is proposed. Unlike feedforward artificial neural networks,
LSTM networks present a memory cell that enables establishing long-term depen-
dencies in the data. As human behavior is thought to be a main factor of influence on
household electricity consumption, extracting complex consumption patterns within
the household data could considerably improve the forecasting performance.

Furthermore, the forecasting accuracy largely depends on the data set under con-
sideration. Selecting the optimal forecasting method can be difficult due to the
disperse results obtained for different smart meter data sets. This thesis conducts
an impact study to analyze the main data set factors of influence on forecasting
performance. The selected factors extract not only simple data set features such
as the data set dispersion or average value, but they also seek to extract household
behavioral patterns.

First, the Literature Review analyzes the existing literature on household proba-
bilistic forecasting methods, household data characterization and presents publicly
available smart meter data sets used in research studies.
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1 Introduction

Second, a theoretical description of forecasting methods and an explanation of
time series data characterization are presented in the Method Fundamentals chapter.

Third, the Implementation chapter provides a description of the selected data
sets, the forecasting model set up and the software modules developed to implement
all methods.

Finally, the Assessment chapter compares the forecasting performance of the se-
lected forecasting methods and presents the results from the data set features impact
study.
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2 Literature Review
This chapter provides a literature review on probabilistic short-term load forecasting
on a single household level. In this chapter, the most common approaches to predict
household loads are presented, the main challenges when forecasting residential loads
are analyzed and the current trends within the research community are presented.
The second part of the chapter analyzes the existing research on extracting data
features affecting time series forecasting. The last section specifies the selected
methodologies followed in this work and state the main contributions expected from
the results.

Individual household loads are fundamentally different from aggregated ones [38].
On an aggregated level, load profiles tend to be smoother and easier to predict. The
stochastic behavior of individual households is no longer present at high aggregation
levels [24, 28]. Furthermore, on high levels of aggregation, the variations on the load
profiles have high correlation with external variables such as temperature, calendar
or sunlight radiant flux [27].

Figure 2.1: Typical load profiles at three different levels of aggregation

There is no overall accepted standard for classifying the range of load forecasts.
However, a commonly used approach consits on grouping forecasting methods in four
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2 Literature Review

categories: very short term load forecasting (VSTLF), short term load forecasting
(STLF), medium term load forecasting (MTLF), and long term load forecasting
(LTLF). The usually accepted cut-off time horizons are one day, two weeks, and three
years respectively [20]. A more general classification may lead to two categories:
short term load forecasting (STLF) for horizons shorter than two weeks and long
term load forecasting (LTLF) for longer horizons [10]. Throughout this thesis the
term STLF refers to a forecast horizon of one hour.

Smart meter data is highly volatile and forecasting point values does not pro-
vide meaningful information about the uncertainty of future demand [38]. Proba-
bilistic load forecasting PLF embeds more information that enable users to make
scenario-based decisions. PLFs are usually represented as quantiles [38], intervals
or probability density functions [43]. The existing literature on short-term PLFs on
a single household level is very limited. Other fields such as probabilistic forecast-
ing, or probabilistic short term load forecasting on an aggregated level have a much
broader literature [37]. To the author’s knowledge, apart from electric load forecast-
ing, probabilistic forecasting is commonly used in hydrology [26], stock market [35],
and wind speed forecasting [44].

The following sections present a review of the most commonly used techniques
and methodologies to develop probabilistic short term electrical demand forecasting
on a single household level. As done in [37], we will use the word "technique" to refer
to a group of models that fall in the same family and "methodology" to represent a
general solution framework that can be implemented with multiple techniques.

2.1 Probabilistic forecasting methods for residential
load forecasting

Probabilistic forecasting for smart meter data is a very recent topic, there is sparse
literature available in this field. To the best of the authors knowledge, there are three
publications regarding this topic [1, 38, 13]. Furthermore, [43] analyzes the imple-
mentation of ANNs for household probabilistic forecasting. In table 2.1 the main
characteristics on the three publications regarding probabilistic load forecasting at
a household level are shown.

[1] considered kernel density estimation methods to generate probabilistic fore-
casts for 800 residential consumers and 200 small to medium-size enterprises, the
developed models outperformed the unconditional KD estimator.

[38] developed forecasting models both at an aggregated and at a disaggregated
level. It was shown that at a disaggregated level, the quantile forecasts outperform
forecasts based on a normal distribution. Normal forecasts produce predictive den-
sities which are too concentrated, not matching the true uncertainty. [13] developed
and employed its forecasting model in 226 individual buildings. The forecasting
model outperformed the persistence method results by 15%.
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2.1 Probabilistic forecasting methods for residential load forecasting

Due to the low number of publications on probabilistic electrical load forecasting
for individual households, it is necessary to analyze the existing the literature on
deterministic STLF on households. These two forecasting methods analyze the same
type of data which support the assumption that the best techniques for deterministic
forecasting should also perform well in probabilistic STLF.

Load forecasting techniques are typically classified into two groups [37]: statistical
techniques and artificial intelligence techniques. The most-commonly used statis-
tical techniques for STLF are: semi-parametric models, autoregressive and moving
average (ARMA) models, and exponential smoothing models. On the contrary, the
most commonly used artificial intelligence techniques for STLF are: artificial neural
networks (ANN), fuzzy regression models, support vector machines (SVMs), and
gradient boosting machines.

Statistical techniques are the traditionally used approach for load forecasting at
an aggregated level. These techniques are based on time series or regression analysis
and largely rely on the correlation between the predicted load and its past values. By
statistical techniques we refer to all models that use conventional statistical methods
to develop forecasts.

[33] compared statistical and artificial intelligence techniques for deterministic
STLF on a household level. Autoregressive moving average (ARMA) and autore-
gressive (AR) methods were compared with support vector machine (SVM). SVM
outperformed ARMA and AR methods on most cases, however, for some cases the
developed models were worse than the persistence method used as a benchmark.

In [14] a spectral analysis and Kalman filtering method was employed for deter-
ministic STLF on households. In this method, the deterministic component mod-
elling the household lifestyle and a gaussian noise signal modelling the weather-
dependent component are first added, then a Kalman filter is used to predict the
residential load for different sampling periods and forecasting horizons. The results
from this publication are not compared with standard benchmarks, therefore no
further conclusion about its results can be extracted.

Although statistical techniques are reliable when predicting residential loads at
an aggregated level [37, 11, 7], single household data has no-linearities and dynamic
fluctuations that make the forecasting much more difficult [33, 27]. Statistical tech-
niques fail to extract behavioral pattern from data. Therefore, Artificial Intelligence
techniques are proposed because of their ability to extract features within the data
with a higher degree of abstraction [33, 24, 28].

Artificial Intelligence AI techniques make use of machine learning fundamentals
to develop load forecasts. The most significant artificial intelligence techniques for
short term load forecasting on a single household level are support vector machine
for regression (SVM) and artificial neural networks ANN. Artificial neural networks
(ANN) is now the most commonly-used technique for developing deterministic STLF
for residential buildings [2, 29, 12, 24, 28, 43]

The Long Short Term (LSTM) Recurrent Neural Network (RNN) follow the same
principles as the feedforward ANN but it enables a higher degree of abstraction. It
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was originally introduced in [19]. It initially received an important attention in the
field of sequence learning.

The LSTM recurrent neural network have better capability of learning temporal
correlations than feedfoward ANNs, this has been proved in fields such as speech
recognition [16], image captioning [41], and language translation [36]. Furthermore,
LSTM RNNs have also improved time series forecasting in the stock market predic-
tion [8], wind speed prediction [3] and sea temperature prediction [45].

Single family loads present temporal correlations based on its resident’s behavior
that are hard to learn. Therefore, LSTM RNNs have been proposed as a method
capable of extracting more complex temporal correlations. [24, 28] are examples
where LSTM have proven to improve forecasting accuracy in comparison to ANN
models. To the author’s knowledge, there is no publication related to the application
of LSTM RNN to probabilistic STLF for individual households.

The persistence method is a frequently used benchmark for STLF [33, 43, 27]. It
is the simplest forecasting method, where forecasts equal the last observation. For
example, for one hour ahead forecasting the resulting forecast will be 𝑦𝑡−1 = 𝑦𝑡.
This method takes advantage of the fact that the load remains relatively constant
for a short period. Literature shows that the persistence method is hard to beat in
short-term load forecasting [33, 27].

Lastly, there are multiple metrics that evaluate forecasting accuracy. For deter-
ministic forecasts the most commonly used metrics are the mean absolute error
(MAE)[43] that average the forecasting error among samples, the mean absolute
percentage error (MAPE) that give the error value as a percentage [24], and the
root mean squared error RMSE [28].

There are also multiple metrics that evaluate the forecasting accuracy of proba-
bilistic STLF. Due to its simple application, the continuous ranked probability score
(CRPS) is the most commonly used method for evaluating these models [43, 1, 38].
However, in [37] most complex methods such as the pinball loss function or the
Winkler method are proposed as more complex methods.

In this work, artificial neural networks (ANNs) and LSTM recurrent neural net-
works (RNNs) forecasting results will be compared with the persistence method to
analyze their forecasting capability. To the author’s knowledge, [43] is the only
research work in which ANNs were employed for probabilistic household STLF.
Furthermore, no research studies on the LSTM method for probabilistic household
STLF was found. However, LSTM have been successfully employed in deterministic
household STLF [24, 25, 28]. Mean absolute error (MAE) metric will be used to
compare the developed models with the persistence method, while continuous ranked
probability score (CRPS) will assess the performance of the probabilistic forecast.

2.2 Household load data characterization
Short term forecasting accuracy results tend to change importantly depending on the
used data set [33, 43]. Different forecasting methods can perform very differently
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2.2 Household load data characterization

depending on the data set employed. Therefore, it is important to study which
data set characteristics cause these accuracy changes and what models can be used
given specific data set characteristics. [31] analyzed the impact of data set features
on different forecasting methods for time series data. In [24, 33] it is concluded
that human behavioral patterns have an important impact on STLF of residential
electricity consumption.

This work will intend to identify the main time series data determinants of fore-
casting accuracy, this means analyzing the impact of data characteristics on fore-
casting accuracy results. To do so, the most relevant features for time series data
characterization will be selected. On the other hand, behavioral patterns will be
identified and the impact of these patterns on the forecasting accuracy will also be
studied.

[31] identified the main data features that determine a time series forecasting ac-
curacy. Through simulations and empirical investigations, the impact of seven time
series features (seasonality, trend, cycle, randomness, number of observations, inter-
demand interval and coefficient of variation) and one strategic decision (forecasting
horizon) on forecasting accuracy were analyzed. As [31] demonstrates, data cyclic
patterns and data randomness strongly affect parametric approaches.

From the features analyzed in [31] trend, number of observations, inter-demand
interval and forecasting horizon analysis will be discarded. The time lengths to be
analyzed are less than one year and therefore no data trend behavior is expected.
The number of observations, inter-demand interval and forecasting horizon will be
kept constant within all datasets to focus the analysis on other features of greater
interest to this work.

As stated in [24, 33] human behavioral patterns can be seen as a major factor
of influence on the variation of household’s electrical consumption. Therefore, the
complexity and consistency of household electricity load patterns will be analyzed.
Clustering household daily load profiles will extract these features.

The complexity of profile patterns refers to the number of well-defined patterns
within a household. As an example, a household might have different daily routines
during weekdays and weekends which would mean that there will be at least two well
differentiated pattern profiles. The complexity of profile patterns will be measured
by the size of the cluster with the highest number of daily profiles.

The randomness of household load profiles will be analyzed in terms of daily
pattern consistency. Pattern consistency refers to the extent to which a household
consumption behavior reflects defined patterns. As stated in [24] it is expected that
the forecasting accuracy will diminish as the data consistency decreases. As done
in [24], the pattern consistency will be defined by the number of outliers, which are
daily profiles that do not correspond to any cluster of daily profiles.

The data features to be analyzed within this thesis are: average electrical load,
seasonality, cycle, variation, behavioral pattern complexity and behavioral pattern
consistency. These features have been selected to fulfill two objectives. The first one
is to understand which factors affect the forecasting accuracy. The second objective
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is to extract the household pattern behavior from the data and analyze the impact
of these patterns on forecasting accuracy.

2.3 Data set selection
The broad smart meter deployment over the last decade has provided the industry
with a big amount of data. There are multiple publicly available smart meter data
sets with many different characteristics. Some of the most frequently used data sets
used for household load forecasting are shown in table 5.2.

Name Granularity Recording
period Location Households Ref.

SGSC 30 min 48 months Australia 10,000 [24]
CER 30 min 18 months Ireland 782 [33]
Smart* 1 min 3 months MA, USA 3 [4]
UCI 1 min 47 months France 1 [39]
UK-DALE 6 s 5 - 21 months UK 3 [22]
Ausgrid 30 min 12 months Australia 300 [27]

Table 2.2: Data sets employed in research studies

The forecasting accuracy highly rely on the employed data set [33], therefore
more than one data set are analyzed to extract the robustness of the developed
models. In Europe, all smart meters are expected to have a granularity of 15 minutes
[27], however, data sets generated for research purposes sometimes present smaller
granularities.

The employed heating systems might also have an impact on electric load forecast-
ing accuracy. For example, in France the house heating system is usually supplied
through electricity while in other countries this is done through burning natural gas
or coal. Furthermore, the presence of photovoltaic systems in houses might also
affect the forecasting results, this is the case of the households from the Ausgrid
data set.

When applying Artificial Intelligence techniques it is important that data sets are
big enough so that the algorithm can extract all the useful information from these
data sets. As it will be explained on a further chapter, small data sets might lead to
overfitted models in which the error and not the real data set trends are modeled,
this could lead to bad forecasting accuracies.

The first part of the work will focus on implementing LSTM RNNs and comparing
the forecasting results with those obtained with ANNs in [43]. Therefore, for this
part the same data sets as employed in [43] are used, these are:

• One household from the UCI data set

• Three households from the Smart data set
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• Two household from the UK-DALE data set

The second part of this work will analyze the impact of data features on forecasting
results. A larger data set will be analyzed to obtain conclusive results. The Ausgrid
data set with 300 households will be employed to complete this part. Data sets with
different characteristics (country, heating system, photovoltaic systems) are selected
to obtain a general overview on the accuracy of the developed models.

2.4 Contribution
This work will focus on fulfilling three goals. The first one, will consist on developing
a LSTM RNN model and compare it’s forecasting results with the ANN model
accuracy results obtained in [43]. To ensure a fair comparison, [43] used data sets
will also be analyzed in this work.

The second objective will be to determine the main data set features affecting
forecasting accuracy. Furthermore, motivated by the conclusions obtained in [24, 33]
household´s behavioral patterns influence on forecasting accuracy will be analyzed.
Results on a large number of household load data sets will be studied to extract
significant conclusions.

The third objective of this work will be to determine the benefits of employing
ANN or LSTM RNN depending on the data set characteristics. The impact of
data set features on each forecasting model will be studied and conclusions on each
model robustness will be extracted. These results will be compared to each model
characteristics.
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2 Literature Review

Arora et al. [1] Taieb et al. [38] Gerossier et al.
[13]

Methods

• Conditional
kernel density
estimation

• Unconditional
kernel density
estimation

• Holt-Winters-
Taylor ex-
ponential
smoothing

• Quantile re-
gression

• Unconditional
quantiles

• Additive mod-
els for location
and scale
parameters
of normal
distribution

• Quantile
smoothing
splines regres-
sion

• Fallback
model, use of
surrounding
smart-meters
to overcome
defective mea-
sures.

Dataset CER CER SENSIBLE
Granularity 30 min 30 min 1 h
Forecast
horizon

30 min - 7 days 30 min - 24 h 1 - 24 h

Input vari-
ables • period of week

• period of day

• holiday / work-
day

• lagged con-
sumption
value from the
same time of
the previous
day

• period of week

• period of day

• time of year

• holidays

• lagged con-
sumption
values from
the same time
of two previous
days

• lagged con-
sumption
values of the
previous six
hours

• lagged con-
sumption
value from the
same time of
the previous
day

• median con-
sumption of
the hourly
load during
the previous
week

• local tempera-
ture prediction

Evaluation
metrics

MAE, CRPS CRPS MAPE, NRMSE,
CRPS

Table 2.1: Publications on probabilistic short term load forecasting on a household
level
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3 Method Fundamentals
This chapter is divided in two parts. The first part introduces the main concepts
regarding probabilistic forecasts generation. Both the feedforward neural network
and the LSTM recurrent neural network are explained. Furthermore, the evaluation
metrics suitable to rank probabilistic forecasts are presented.

The second part of this work introduces the main concepts regarding time series
data characterization, both traditional statistical features and clustering techniques
are described. Furthermore, the metrics used to score smart meter data features and
the correlation analysis employed to determine their impact on forecasting accuracy
are presented.

3.1 Forecasting models
The goal of this thesis is to develop probabilistic forecasting methods by using Arti-
ficial Intelligence (AI) techniques. Short term load forecasting at a residential level
is a very challenging task for two main reasons. The first reason is that individual
loads have a high volatility, the second reason is that these loads largely depend
on human behavioral patterns and these patterns are difficult to extract. During
the last years many research studies [24, 28, 2] successfully used machine learning
methods to improve forecasting accuracy.

Statistical techniques were traditionally used for residential load forecasting at an
aggregated level, these models rely on hard-coded relationships between inputs and
outputs. However, statistical techniques are not reliable with household electricity
loads forecasting [33]. AI systems have the ability to acquire their own knowledge
by extracting patterns from raw data. This capability is known as machine learning.
The main advantage of using these techniques is that the relation between inputs,
namely past loads, weather, calendar values etc. and the forecasts don´t have to be
explicitly detailed but will be given by the model. By using Artificial Neural Net-
works (ANN) the input variables are defined but the parameter values are adapted
during training.

A major source of difficulty in many real-world Artificial Intelligence (AI) appli-
cations is that many of the factors of variation influence every single piece of data
we are able to observe. Extracting such a high-level abstract features from raw
data can be very difficult. Deep learning solves this central problem by introducing
features that are expressed in terms of other features. As it will be explained in the
following section, this can be achieved by stacking multiple layers of neurons and
relying on stochastic optimization to perform machine learning tasks.
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3 Method Fundamentals

The most successful NN model in the context of time series forecasting is the
feedforward ANN, also known as multilayer perceptron. ANNs have proven to be
universal function estimators without introducing further assumptions on the distri-
bution [6]. However, at a household level, load consumption mainly depends on the
behavioral patterns of its residents. As stated in the literature review, Long-Short-
Term Memory (LSTM) Recurrent Neural Networks might be a suitable technique
to effectively extract household patterns.

The fundamental difference between feedforward NN and LSTM RNN is the way
information flows through the network. In feedforward NN the information flows
straight through the network never passing the same node twice. On the other hand,
recurrent networks take as an input not just the current input variables, but also
variables that were previously processed. Recurrent networks have two sources of
inputs, the present inputs and the recent past inputs. On the contrary feedforward
networks have no notion of order in time, it only considers the current example it
is exposed to.

3.1.1 Feedforward Neural Networks

Feedforward neural networks are the most typical example of a deep learning model,
the goal of these models is to approximate some function 𝑓*. A feedforward network
defines a mapping 𝑦 = 𝑓(𝑥, 𝑤) and learns the value of the parameters 𝑤 that result
in the best function approximation. These models are called feedforward because
information flows through the function being evaluated from 𝑥, through the interme-
diate computations used to define 𝑓 and finally to output 𝑦. There are no feedback
connections in which outputs of the model are fed back into itself. The fundamental
building block of a feedforward network is the mathematical model of a neuron. As
shown in figure 3.1, a neuron receives input from many other units and computes
its own activation value.

There are three basic components inside one neuron. The first component is the
connection links that multiplies each input variable by a weight 𝑤𝑗. The second
component is the sum of the weighted inputs and the bias b, that is the input to
the activation function. Finally, the output is computed by the activation function
𝜑. The activation function decides the level of activation of each neuron. Mathe-
matically this can be achieved by introducing a binary function, that is either the
neuron is firing or not. However, in this case a small change in the sum component∑︀

𝑤𝑖𝑥𝑖 + 𝑏 can cause the output to change it’s state. Therefore, bounded sigmoid
functions are usually chosen as activation functions. Sigmoid neurons are commonly
employed for developing ANNs [15, 40].

Feedforward neural networks contain an input layer consisting of nodes that retain
the input values, there are also successive layers of nodes that are neurons. The
output values form one layer of neurons are the input values to the next layer. The
last layer is called the output layer. All the layers placed between the input and the
output layer are called the hidden layers.
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3.1 Forecasting models

Figure 3.1: Representation of a single artificial neuron.

Figure 3.2 shows a multi-layer Neural Network. This network generates m outputs
out of n input values. Networks with just one hidden layer are also called shallow
Neural Networks while Deep Neural Networks present more than one layer of hidden
neurons. As introduced in the previous section, introducing hidden layers enables
extracting features from the data with a higher degree of abstraction. Unfortunately,
there is no clear theory to guide the user on choosing the correct number of layers or
nodes in each hidden layer. In this work, previously defined structures as well as a
trial and error approaches are analyzed to determine the best network configurations.

Load forecasting is a supervised learning problem. Supervised learning is a type
of machine learning problem in which the user has access to input and output
variables and the developed algorithm learns the mapping from the input to the
output. The goal is to predict the output variables by feeding an input to the
model. On the contrary, an unsupervised learning problem just works with input
data and its main goal is to find the underlying structure or distribution in the
data. As it will be introduced in a further section, clustering algorithms belong to
unsupervised machine learning problems.

Neural network optimization refers to the process of adapting all network’s weights
𝑤𝑖 and biases 𝑏𝑗 to improve the predictions out of inputs values. The loss function
𝐸(𝑦, 𝑦, 𝑤) quantifies the difference between the network output y and the training
example 𝑦 given a weight 𝑤. This error value is then used to adjust the weights of
all the connections in the network using the backpropagation algorithm.

The backpropagation algorithm cycles through two different passes, a forward
pass followed by a backward pass through the layers of the network. The algorithm
alternates between these passes several times as it scans the training data. Typically,
the training data must be scanned several times before the network learns to predict
precise values.

13
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Figure 3.2: Representation of a Multilayer Neural Network with m outputs and n
inputs.

The outputs of all the neurons in the network are computed in the forward pass.
The algorithm starts with the first hidden layer using as input values the independent
variables of a case from a training data set. The neuron outputs are computed for
all neurons in the first hidden layer by performing the relevant sum and activation
function evaluations. These outputs are the inputs for neurons in the second hidden
layer. This process continues layer by layer until the output layer is reached. The
resultant values constitute the model’s dependent variable.

During the backward pass the propagation of errors and the adjustment of the
neurons’ weights are computed. This phase begins with the computation of errors
at each neuron in the output layer. Once all errors are computed, the weights are
updated proportionally to their gradient, which corresponds to their contribution
to the loss function. The proportionality factor is called the learning rate 𝛼. The
learning rate sets the step size at which the weights are changed, when the learning
rate is set too small, the backpropagation algorithm will require many iterations to
reach an optimum, while if the learning rate is set too big, the process of finding a
local optimum might not converge. The following equation describes the update of
𝑤

(𝑙)
𝑖𝑗 , that is the weight between the i-th neuron in layer l-1 and the j-th neuron in

layer l.

𝑤
(𝑙)
𝑖𝑗,𝑛𝑒𝑤 = −𝛼

𝜕𝐸

𝜕𝑤
(𝑙)
𝑖𝑗

(3.1)

Due to the complexity of the model and the large number of weights that are
being adjusted as the network learns, there is no assurance that the backpropagation
algorithm will find the optimum weights that minimize the error, the procedure can
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get stuck in a local minimum. It is possible to speed up the algorithm by batching,
that is updating the weights for several exemplars in a pass. A single scan of all cases
in the training data is called an epoch. Most applications of feedforward networks
require multiple epochs before errors are reasonably small. As it will be explained in
the implementation section, the Adam optimization algorithm will be used to train
the model.

As previously explained, Deep Neural Networks contain non-linear hidden layers
and this makes them very expressive models that can learn very complicated rela-
tionships between their inputs and outputs. However, when handling with limited
training data, these complicated relationships will model sampling error of the train-
ing data and not real data features. This leads to overfitting, resulting in a model
with a high variance. A simple overfitting example is presented in 3.3.

Figure 3.3: Underfitting, overfitting and good fit for a polynomial model 𝑦 = 𝑓(𝑥)

When developing Neural Networks, cross-validation can determine the overfitting
behavior of the model. Cross-validation is a model validation technique for assessing
how the results of a statistical analysis will generalize to an independent data set.
In order to do so, an additional test data called cross-validation data must be used
to generate unbiased test scores. In the case of handling data with high bias, the
errors on the training and the cross-validation data sets will be high. On the case of
overfitting the model, the training error will be considerably lower than the cross-
validation error.

There are many commonly used methods to reduce overfitting. One option might
be employing a larger data set, if this is not possible the user can always define a
simpler neural network architecture. Another commonly used method consist on
stopping the training as soon as performance on the validation set starts to get
worse, the early stopping method is described in figure 3.4.

Furthermore, the dropout method reduces overfitting by randomly cutting con-
nections between neurons during training. Dropout is a regularization technique for
neural network models proposed in [34]. The technique consists on randomly select-
ing neurons that are ignored during the training. This means that their contribution
to the activation of downstream neurons is temporally removed on the forward pass
and any weight update is not performed on the backward pass. The effect of the

15



3 Method Fundamentals

dropout technique is that the network becomes less sensitive to the specific weights
of neurons. This results in a model less likely to overfit the training data.

As it will be introduced in the implementation section, in this thesis both the
early stopping and the dropout method are used to prevent the overfitting of the
model. Further information about dropout can be found in [34].

Figure 3.4: Iteration stopping to prevent overfitting

3.1.2 Long Short Term Memory Recurrent Neural Networks
Unlike feedforward neural networks, Recurrent Neural Networks (RNNs) are sequence-
based models which can establish temporal correlations between previous informa-
tion and the current circumstances. The structure of the network is similar to a
feedforward NN, with the distinction that it allows a recurrent hidden state whose
activation at each time is dependent on that previous cycle. The time recurrence is
introduced by a memory state in the RNN hidden layers. For time series problems,
the decision a RNN made at time step t-1 could affect the decision it will take at t.
This characteristic of RNNs is ideal for residential load forecasting as residential’s
daily routines may be one of the most important factors to the energy consumption
[24, 33].

RNNs are trained by backpropagation through time (BPTT) this is a modifica-
tion of the backpropagation algorithm that works on sequences in time. However, as
stated in [5, 18] learning long-rate dependencies with RNNs can be difficult due to
gradient vanishing or gradient exploding problems. The exploding gradients prob-
lem refers to the large increase in the norm of the gradient during the training.
Such events are caused by the rapid increase of the long-term components, which
can grow exponentially more than short term ones. The explosion occurs by repeat-
edly multiplying gradients through the network layers that have values above 1.0.
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Gradient vanishing refers to the fact that the norm of the gradient for long-term
components decrease exponentially to zero making it impossible for the model to
learn correlations between temporally distant events.

Long Short-Term Memory (LSTM) RNNs were introduced in the article [19] as a
solution to the gradient vanishing and exploding problems. Unlike the traditional
recurrent unit which overwrites it content each timestep, the LSTM unit is able to
decide whether to keep the existing memory via introduced gates.

Figure 3.5: Structure of an LSTM block.

The LSTM memory block is represented in figure 3.5. 𝑥𝑡 ∈ ℜ𝑘 is a k dimensional
vector (𝑥1, 𝑥2, ..., 𝑥𝑘) that represents the input values to the network at time step
𝑡. ℎ𝑡−1 is the output value from the selected LSTM block at time step 𝑡 − 1. 𝑠𝑡−1
represents the memory cell state at time step 𝑡 − 1, the memory cell is the key
feature from a LSTM block, it stores elements from past values that are updated,
maintained or erased based on the outputs of the previous time step and the inputs
of the present time step. In addition to the internal state, the LSTM structure
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also defines input node 𝑔𝑡, input gate 𝑖𝑡, forget gate 𝑓𝑡 and output gate 𝑜𝑡. The
formulation of all nodes in an LSTM structure are given by:

𝑓𝑡 = 𝜎(𝑊𝑓𝑥𝑥𝑡 + 𝑊𝑓ℎℎ𝑡−1 + 𝑏𝑓 ) (3.2)

𝑖𝑡 = 𝜎(𝑊𝑖𝑥𝑥𝑡 + 𝑊𝑖ℎℎ𝑡−1 + 𝑏𝑖) (3.3)

𝑔𝑡 = 𝜑(𝑊𝑔𝑥𝑥𝑡 + 𝑊𝑔ℎℎ𝑡−1 + 𝑏𝑔) (3.4)

𝑜𝑡 = 𝜎(𝑊𝑜𝑥𝑥𝑡 + 𝑊𝑜ℎℎ𝑡−1 + 𝑏𝑜) (3.5)

𝑠𝑡 = 𝑔𝑡 ⊙ 𝑖𝑡 + 𝑠𝑡−1 ⊙ 𝑓𝑡 (3.6)

ℎ𝑡 = 𝜑(𝑠𝑡) ⊙ 𝑜𝑡 (3.7)

𝑊𝑔𝑥, 𝑊𝑔ℎ, 𝑊𝑖𝑥, 𝑊𝑖ℎ, 𝑊𝑓𝑥, 𝑊𝑓ℎ, 𝑊𝑜𝑥 and 𝑊𝑜ℎ are weight matrices for the corre-
sponding inputs of the network activation function; ⊙ stands for an element-wise
multiplication; 𝜎 represents the sigmoid activation function, while 𝜑 represents the
hyperbolic tangent function.

Each LSTM block presents three sigmoid functions acting as soft switches to
decide which signals should pass the gates. The decisions for the forget gate f, the
input gate i and the output gate o are all dependent on the current input 𝑥𝑡 and
the previous output ℎ𝑡−1. The signal of the input gate controls what to preserve in
the internal state, while the forget gate controls what to forget from the previous
state 𝑠𝑡−1.

The LSTM have the ability to remove or add information to the cell state, this
information flow is regulated by the three sigmoid functions that work as gates by
returning values between 0, no information flow, and 1, full information flow. The
forget gate f decides the information that has to be subtracted from the cell state.
The input gate layer set the values that will be updated. The tanh layer creates
a vector of new values 𝑔𝑡 that could be added to the state. The old state 𝑠𝑡−1 is
multiplied by the forget gate and then added to the input and update gate.

Finally, a sigmoid function decides which part of the input variables and last
output will impact the output. Then the cell state information is passed through
an tanh function and the result is multiplied by the output of the sigmoid gate.

3.1.3 Probabilistic forecasting model
Probabilistic forecasts assign probabilities to future values. In this work the focus
will be on developing forecasted future load values as probability density functions
PDF.
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The objective when developing probabilistic forecast is to maximize the reliability,
sharpness, and resolution. Reliability refers to how close the predicted distribution
is to the actual one. For example, if 50% of the observed values fall within 50% of
the predicted density function.

Sharpness refers to how tightly the predicted distribution covers the actual one.
If the maximum and minimum observed values are very close to the predicted maxi-
mum and minimum values, then the interval forecast is said to be sharp. Resolution
refers to how much the predicted interval varies over time. High resolution refers to
a high variance of forecasts. For further explanation refer to [37].

On [43] both mixture density networks MDN and softmax distribution networks
SDN are employed to develop probabilistic forecasts. In the MDN method is repre-
sented as a linear combination of kernel functions, Gaussian kernels were used within
this work. The results showed that both density estimation methods achieved simi-
lar performance, furthermore training the MDN was proved to be less robust than
training the SDN. In this work only the SDN method is used.

Softmax distribution networks SDN is a method used to approximate probability
distribution functions (PDFs). Each output neuron represents the mean probability
density for a fraction of the output space, in our case the output space will be a
set of power intervals. These fractions are normally referred to as bins. All outputs
are normalized so that the sum of all probabilities equals one. As a result, each bin
represents the probability that the future electric load lies within an specific power
interval. This model is represented in 3.6.

Figure 3.6: Representation of the softmax distribution network.
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The negative log-likelihood algorithm will be used as the error function. In this
case, the error from each output layer with 𝑖 discrete bins is:

𝐸(𝑦, 𝑦) = −𝑙𝑛𝑝(𝑦𝑎𝑟𝑔𝑚𝑖𝑛𝑖|𝑦𝑖−𝑦|𝑥) (3.8)
The network will be trained using the backpropagation algorithm defined in sec-

tions 3.1.1, the same algorithm will be used for feedforward neural networks and for
LSTM recurrent neural networks.

3.1.4 Evaluation metrics
To obtain a good overview of the forecasting accuracy both deterministic and prob-
abilistic evaluation metrics are employed. Deterministic evaluation metrics enable
a model comparison with the persistence method. As stated before, the persistence
method is a commonly used benchmark for deterministic STLF. On the other hand,
it is required to evaluate the forecasting accuracy of the probabilistic STLF models
developed and compare its results with previous studies [43]. In this work, the deter-
ministic forecasting accuracy is determined by the mean absolute error MAE, while
the continuous ranked probability score CRPS evaluates the probabilistic forecasting
accuracy.

The mean absolute error MAE is a measure of difference between two continuous
variables. This evaluation method compares the real household load 𝑦 with the de-
terministic forecast value 𝑦. The MAE returns the average error for 𝑁 observations
and forecast results.

𝑀𝐴𝐸 =
∑︀𝑁

𝑖=1 |𝑦𝑖 − 𝑦𝑖|
𝑁

(3.9)

The continuous ranked probability score CRPS compares a full probability distri-
bution function (PDF) with the observations, where both are represented as cumu-
lative functions. The CRPS is defined as :

𝐶𝑅𝑃𝑆(𝐹 (𝑦), 𝑦) =
∫︁ ∞

−∞
( 𝐹 (𝑧) − 𝐻(𝑧 − 𝑦)) 2𝑑𝑧 (3.10)

In the previous function, 𝐹 (𝑦) is the forecasted PDF, 𝑦 is the observation. 𝐻(𝑧−𝑦)
is the Heaviside step function, which returns a one if the argument is positive and
returns zero otherwise. The CRPS is expressed in the same unit as the observed
variable, it generalizes the mean absolute error (MAE) for probabilistic inputs.

Finally, the negative log-likelihood NLL score is employed as the loss function in
the backpropagation algorithm defined in section 3.1.1. This score is defined as:

𝑆(𝑝(𝑦), 𝑦) = −𝑙𝑜𝑔𝑝(𝑦) (3.11)
The main advantage of using a logarithmic function is that the function becomes

easier to operate, multiplications become sums. Furthermore, the logarithmic trans-
formation converts small numbers into large negative values which a computer can
operate better.
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3.2 Time series data characterization
During the last decades there has been a substantial improvement of forecasting
techniques. Despite the advances, even today it is not possible to determine what is
the overall best model for short term load forecasting. In [37], T. Hong states that
at an aggregated level "a universally best technique simply does not exist. It is the
data and jurisdiction that determine what technique we should use".

The second part of this work aims to analyze which are the main time series
data features affecting forecasting accuracy. The forecasting models used are the
feedforward neural network and the LSTM recurrent neural network. This chapter
presents the theoretical approach proposed to conduct the time series features impact
study.

3.2.1 Relevant parameters for load profile characterization
As introduced in section 2.2, the smart-meter data features that are expected to
have the biggest impact on the forecasting accuracy are:

• Average load value

• Time series cyclic behavior

• Load data dispersion

• Behavioral pattern complexity

• Behavioral pattern consistency

Furthermore, the data set seasonality is also considered. Seasonality refers to
the presence of variations that occur at specific regular interval less than a year.
Household electricity loads present a strong daily seasonality and a weaker week
seasonality. Within this work daily load profiles are analyzed to extract household’s
behavioral patterns.

The average power load value is the first feature compared against forecasting
accuracy. Further on, the impact of cyclic behavior is analyzed. Cyclic patterns
exist when data exhibit rises or falls that are not of fixed period. A common example
of cyclic pattern in household electricity consumption is a holiday period when the
residents are not at home. Figure 3.7 shows the cyclic behavior of household load
data.

Data set dispersion measures the extent to which a distribution is stretched or
squeezed. The concept of pattern complexity refers to the number of well-defined
behavioral patterns of a household’s electricity consumption. Households with a
high pattern complexity present many well-defined clusters depending on different
day types. On the contrary, a household with low pattern complexity will have one
well defined behavioral pattern. This concept was previously used in [24]. Daily
load profiles are clustered to extract households’ behavioral patterns.
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Figure 3.7: Original and moving average load values from Ausgrid household 1.

The last feature analyzed is the household’s behavioral pattern consistency. As
presented in [24] behavioral pattern consistency refers to the predictability of con-
sumption data. Therefore, pattern consistency is the opposite of random consump-
tion behavior.

3.2.2 Clustering techniques

In this work, clustering techniques are employed to capture temporal consumption
patterns persisting in single-meter load profiles. The k-means clustering enables an
understanding on the behavioral pattern complexity while Density Based Spatial
Clustering of Application with Noise DBSCAN is used to measure the behavioral
pattern consistency.

In the field of statistical learning, clustering is categorized as a form of unsuper-
vised learning. This type of learning is formally described as a density estimation
problem. As defined in [17] "The goal is to directly infer the properties of this
probability density without the help of a supervisor or teacher providing correct an-
swers or degree-of error for each observation". One main challenge of unsupervised
learning is that it is often difficult to assess the results since there is no universally
accepted mechanism for performing cross-validation results on an independent data
set.

The goal of clustering is to find subgroups of clusters in a data set. Each subgroup
contains elements that are similar to each other, thus it is important to correctly
define the similarity between two objects. K-means clustering and Density Based
Spatial Clustering of Application with Noise (DBSCAN) are two of the most cited
household’s load clustering algorithms in scientific literature [24, 42, 9].
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3.2.3 K means clustering
As previously stated, the pattern complexity measure is obtained by performing a k-
mean clustering. Daily load profiles are clustered to extract household’s behavioral
patterns. The pattern complexity measure employed is the number of daily profiles
in the biggest k-mean cluster. If most daily profiles fall in the same cluster the
pattern complexity is considered to be lower than if on the opposite all daily clusters
have similar sizes.

Figure 3.8: K means clustering of Ausgrid household 1 normalized data.

We begin by considering the problem of identifying groups, or clusters, of house-
hold daily load profiles. Supposing that a data set (𝑥1, 𝑥2, ..., 𝑥𝑁) consisting of N
smart meter daily profiles is given. The objective will be to partition the data set
into K clusters. The result of the algorithm will be a set of clusters, in which each
cluster is a group of profiles whose inter-point distances are small compared with
the distances to points outside of the cluster. We can formalized this concept by
first introducing a vector 𝜇𝑘, where k = 1,...,K, that is a prototype associated with
the 𝑘𝑡ℎ cluster. 𝜇𝑘 represent the center of each cluster. The objective is then to find
an assignment of data profiles to clusters, as well as a set of vectors 𝜇𝑘, such that
the sum of the squares of the distances of each data profile to its closest profile 𝜇𝑘,
is a minimum.

For each daily profile 𝑥𝑛, we introduce a corresponding set of binary indicator
variables 𝑟𝑛𝑘 ∈ 0, 1, where k = 1,...,K is the number of clusters set by the user. 𝑟𝑛𝑘

describes if daily profile 𝑥𝑛 is assigned to cluster 𝑘, 𝑟𝑛𝑘 = 1, or not 𝑟𝑛𝑘 = 0. The
objective function to minimize in the k-means clustering algorithm is the distortion
measure presented in the following equation.

J =
𝑁∑︁

𝑛=1

𝐾∑︁
𝑘=1

𝑟𝑛𝑘||𝑥𝑛 − 𝜇𝑘||2 (3.12)

The distortion represents the sum of the squares of the distances of each daily
profile to its assigned vector 𝜇𝑘. The objective is to find values for the 𝑟𝑛𝑘 and
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the 𝜇𝑘 so as to minimize the distortion J. This is usually done through an iterative
procedure in which each iteration involves two successive steps corresponding to suc-
cessive optimizations with respect to 𝑟𝑛𝑘 and 𝜇𝑘. The K-means algorithm provides
a simple solution to find the local optimum.

The optimal number of clusters K can be extracted by analyzing the relationship
between the number of defined clusters K and the distortion measure of the clus-
tered data set. The distortion will decrease as the number of clusters K increases.
The Elbow method is graphical method used to estimate the optimal number of
clusters. The main idea is to identify the value of K where the distortion begins
to decrease more slowly, hence the elbow criterion. However, this elbow cannot al-
ways be unambiguously defined, this point will be discussed in the implementation
section.

Figure 3.9: Elbow method UCI daily profiles data set.

Figure 3.9 depicts an example of employing the Elbow method. This graph shows
that the most suitable number of clusters for this data set will be two. This is due
to the fact that the dispersion decreases slower if more than two clusters are defined.

3.2.4 DBSCAN clustering
The number of daily consumption profile outliers accounts for the pattern random-
ness, which is the opposite feature from the pattern consistency. Time series outliers
are profiles that do not follow the general historical pattern of regular variation seen
in the data sequence. The Density Based Spatial Clustering of Application with
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Noise (DBSCAN) is used to extract the number of outliers from daily consumption
profiles.

Figure 3.10: Daily consumption profiles with outliers.

DBSCAN is a density-based clustering technique which estimates similarities be-
tween daily profiles from a data set with respect to a predefined distance and parti-
tions them into subsets known as clusters, so that the profiles in each cluster share
some common patterns.

DBSCAN is designed to discover clusters and noise from a given set of profiles.
This method classifies each profile either inside a cluster, in the edge of a cluster, or
as neither a core profile nor a border profile, defining the profile as noise. It requires
two main input parameters:

• Eps: maximum distance between two samples for them to be considered in
the same neighborhood

• MinProfiles: number of samples in a neighborhood for a profile to be consid-
ered as a core profile

A further discussion about the procedure to choose these parameters is given in
the implementation section. A profile is defined as a core profile if it has more than a
specified minimum number of profiles required to form a cluster MinProfiles within
an Eps-neighborhood. These are profiles that are in the interior of a cluster. A bor-
der profile has fewer than MinProfiles within Eps, but it is in the Eps-neighborhood
of a core profile. A noise profile, or outlier, is any profile that is neither a core profile
nor a border profile.

The DBSCAN algorithm proceeds as follows. First an arbitrary profile p is se-
lected and all density-reachable profiles are retrieved. Second a decision rule is
applied, if p is a core profile that contains at most MinProfiles a cluster is formed;
otherwise, label p is an outlier. Third, a new unvisited profile is retrieved and
processed leading to the discovery of further clusters of core profiles, this step is
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repeated until all profiles have been labeled. Fourth, label any profile not belonging
to a cluster as an outlier.

3.2.5 Metric definition
The metrics proposed in this thesis to describe the data features are:

• Average load value: Time series mean power value

• Time series cyclic behavior: Moving average standard deviation

• Load data dispersion: Median daily standard deviation

• Behavioral pattern complexity: Size of the main k-means cluster

• Behavioral pattern consistency: Number of outliers

A moving average (MA) is commonly used with time series data to smooth out
short-term fluctuations and highlight longer-term trends or cycles. In this work the
moving average method is used to extract the presence of cycles in the time series
data. The selected method is the simple moving average (SMA) that returns the
unweighted mean of the previous n data. In the following equation, the moving
average (MA) at time 𝑡 is computed, 𝑑𝑡 stands for demand at time 𝑡.

𝑀𝐴𝑡 = 𝑑𝑡 + 𝑑𝑡−1 + ... + 𝑑𝑡−(𝑛−1)

𝑛
(3.13)

The selected time length depends on the type of movement of interest. When
analyzing smart meter data, a commonly used window length n is one week. By
selecting one week all the daily and weekly fluctuations are smoothed out. The
metric that accounts for the cyclic behavior is the standard deviation of the moving
average trend.

𝑐𝑦𝑐𝑙𝑒 =

⎯⎸⎸⎷∑︀ (𝑀𝐴𝑖 − ̂︂𝑀𝐴)2

𝑁 − 1 (3.14)

The second metric of interest accounts for the load data deviation. The median
daily standard deviation measures the dispersion of daily consumption data. The
standard deviation of all daily profiles is computed and the median value of these
deviations is extracted. The median and not the mean deviation is selected to
prevent extreme values from affecting the result.

̃︂𝜎𝑑𝑎𝑖𝑙𝑦 = 𝑚𝑒𝑑𝑖𝑎𝑛

(︃⎯⎸⎸⎷∑︀ (𝑑𝑖 − ̂︀𝑑)2

𝑁 − 1

)︃
(3.15)

The effect of pattern complexity on the forecasting accuracy is measured by the
size of the biggest k-means cluster. K-means clustering is a popular method for
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cluster analysis in data mining. This method partition 𝑛 observations into 𝑘 clusters
in which each observation belongs to the cluster with the nearest mean.

Pattern consistency is accounted for by the number of outliers within the daily load
profiles. An outlier is an observation profile that is distant from other observations.
In this work the DBSCAN clustering method is employed to determine the number
of outliers in the data. This approach was previously conducted in [24].

The continuous ranked probability score (CRPS) is the metric used to account
for the forecasting accuracy. CRPS results are compared with the data set feature
metrics. Each data feature metric is compared with the CRPS values by means of
a correlation analysis.

The Pearson correlation coefficient (𝜌) is employed to measure the correlation
between data features and accuracy results. This coefficient measures the linear
correlation between two variables. It has a value between -1 and 1. A 𝜌 of 1 means
that there is a total positive linear correlation between variables, -1 means that there
is a total negative linear correlation and 0 means that there is no linear correlation
between variables. This value is calculated by:

𝜌𝑋,𝑌 = 𝑐𝑜𝑣(𝑋, 𝑌 )
𝜎𝑋𝜎𝑌

(3.16)

Additionally, the p-value is computed. The p-value is defined as the probability,
under the null hypothesis H, of obtaining a result equal or more extreme than what
was actually observed. In this work it is used to indicate the probability of an
uncorrelated system producing data sets that have a Pearson correlation at least as
extreme as the one computed.

The threshold value for 𝑝, called significance level (𝛼) will be set at 5%. If the
p-value is less than 𝛼 then the null hypothesis may be rejected. The p-value is
therefore a tool for deciding whether to reject the null hypothesis.
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In this chapter the procedure to implement the forecasting models and to assess the
data features impact on the forecasting accuracy is presented. The chapter begins
with an introduction of all data sets used. The reasons for choosing each data set
and their main characteristics are described. The development of forecasting models
is introduced in the second section of this chapter, software and hardware choices
are specified, as well as the workflow and the parameter selection processes. Finally,
the data characterization and impact study implementation are described in the last
section.

4.1 Data sets

Four publicly available smart meter data sets are used to develop this work. To
enable a further model comparison all chosen data sets are publicly available. In
fact, the selected data sets were developed for research purposes and used in previous
research studies. The selected smart meters data sets are shown in table 5.1.

Name Granularity Recording
period Location Households Ref.

Smart* 1 min 3 months MA, USA 3 [4]
UCI 1 min 47 months France 1 [39]
UK-DALE 6 s 5 - 21 months UK 3 [22]
Ausgrid 30 min 12 months Australia 300 [27]

Table 4.1: Data sets

The first three data sets are employed to analyze the differences between the
forecasting accuracy of the feedforward neural network model developed in [43] and
LSTM neural network model developed in this work. To enable a fair comparison,
the data sets used to complete this part of the work are the ones employed in [43].

A time series data characterization is conducted in the second part of this work.
The objective is to analyze how different time series data features impact both
models’ forecasting accuracy. This study requires a data set with a large number of
households, therefore the Ausgrid data set was chosen to complete this task.
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4.1.1 Smart*
The Smart* project seeks to optimize energy consumption in homes, with specific
attention to smart homes and the new opportunities made available by such homes.
It is a project from the laboratory for Advanced Software Systems of the University
of Massachusetts Amherst. The analyzed data set was released in the year 2013 and
contains environmental data and aggregated electrical data for all households.

The first household, referred to as Household A is a two-story house without
central air conditioning (A/C), the house heating system uses natural gas. The
second household referred to as Household B has a similar size as Household A, in
this case the house has a central A/C, this house also uses natural gas for heating.
Finally, Household C has a much bigger size than Households A and B, it has solar
panels and two micro wind turbines. The heating system also uses natural gas.

4.1.2 UCI
The UCI electric power consumption data set contains minute-based measurements
of a single home located near Paris, France. The data set contains 47 months
of smart meter aggregated active and reactive power consumption data. In this
work loads from November 2009 until December 2010 are analyzed. There are
two reasons to justify this decision. The first one is that the other data sets have
shorter recording period, the second reason is that electric load data sets with time
periods longer than one year might present trends that could worsen the forecasting
accuracy. The household has an electric water-heater, an A/C system and multiple
house appliances.

4.1.3 UK-DALE
The UK-DALE data set was made available by the Department of Computing of
the Imperial College London. It consists on a high resolution (16 kHz recording)
appliance level data from three houses. In this work the release of January 2015 is
selected. All households are located in London.

Only the aggregated household loads are analyzed, the time length of the data sets
are twenty months for Household 1, five months for Household 2 and five months
for Household 3. All households are heated using natural gas and include two to
four occupants.

4.1.4 Ausgrid
Ausgrid is an electricity infrastructure company owned by the government of New
South Wales, Australia. They released solar home electricity data to help with
analysis by research organizations, solar companies, governments and regulators.

The data has been collected from 300 randomly selected customers in Ausgrid’s
electricity network area. The data was gathered through meter reading processes
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from 1 July 2010 to 30 June 2011. All customers have rooftop solar systems, their
generation and load values are recorded every 30 minutes.

4.2 Forecasting models setup
The previous section introduced the data sets used to implement the forecasting
models. This section describes the forecasting model development process. The first
part introduces the input variables and the software and hardware choices selected
to develop the forecasting models. The second part presents the developed modules
and describes the relationship between the model development workflow and the
code modules. Finally, the neural network model parameter selection is introduced
in the last subsection.

4.2.1 Experiment definition
In this section the input variables are defined. As already explained, LSTM recur-
rent neural network model results are compared with feedforward neural network
model results obtained in [43]. Hence, the same input variables as in [43] are used.
Furthermore, this section presents the selected hardware and software employed for
developing the forecasting models.

In [43] a grid search over the model hyperparameters was conducted. The objective
was to find a suitable architecture of the neural network model and determine how
the variable selection affects the forecasting accuracy. The input variables considered
in this grid search study are presented in table 5.2.

Name Variables
Lagged electrical load 𝑃𝑡−1, 𝑃𝑡−2, 𝑃𝑡−3, ..., 𝑃𝑡−𝑛

Time of the day ℎ𝑜𝑢𝑟𝑠 ∈ [0, 23], 𝑚𝑖𝑛𝑢𝑡𝑒𝑠 ∈ [0, 59]
Day of the week 𝑑𝑎𝑦 ∈ [0, 6]
Month of the year 𝑚𝑜𝑛𝑡ℎ ∈ [0, 11]

Table 4.2: Input variables considered in [43]

The grid search results concluded that using a high number of lagged electrical
loads can significantly improve the forecasting performance. Hence, within this
work a length of 1440 minutes of lagged load values is considered to obtain the best
possible forecasting results. On the other hand, as done in [43], time of the day, day
of the week and month of the year will be considered as calendar inputs. As proven
in [43], using calendar inputs is expected to have little impact on the forecasting
accuracy, therefore in order to maintain the model as simple as possible calendar
inputs will not be taken into consideration when forecasting future loads.

Furthermore, no weather variables are considered when developing the forecasting
models. There are two main reasons for not considering weather variables. The first
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one is the lack of weather-related data for most of the publicly available smart meter
data sets. The second main reason is that weather variables are not expected to be
a major factor of influence on short term electric load variations. As stated in [24,
43, 33] at a smart meter level, household behavioral patterns are expected to be the
main factor of short-term load changes. [24, 43, 33] are other examples of STLF on
a single household level without considering weather input variables.

The quantity that is forecasted within this work is the probability density function
(PDF) of the total electrical energy consumption in the forecasting horizon 𝑝(𝑊𝑒𝑙|𝑋),
where 𝑊𝑒𝑙 is the electrical energy consumption during the forecast horizon and 𝑋 is
the input vector, in this work the forecast horizon is set at 60 minutes. As explained
in section 3.1.3, the PDF function is generated by a SoftMax distribution network
(SDN). The output is in the form of 𝑝(𝑊𝑒𝑙,1, ..., 𝑊𝑒𝑙,𝑆|𝑋), that is the probability that
future consumption reach the energy level 𝑊𝑒𝑙,𝑖. Figure 4.1 illustrates the forecasting
procedure.

Figure 4.1: Energy consumption forecast

The software employed in this thesis is defined by the programming language and
the libraries used to develop the forecasting models. Here Python is used as the
programming language as it is the used language for implementing forecasting mod-
els at the E.ON Energy Research Center. It offers hardware-accelerated numerical
computing and machine learning libraries as well as robust data handling packages
that enables time-efficient prototyping and experimentation.

Training neural networks is a process that have high computational requirements.
As seen in the previous section, the backpropagation algorithm search for optimal
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weight values by performing a large number of matrix multiplications. Therefore,
the use of GPUs is highly recommended when developing machine learning-based
models. The GPU used was a NVIDIA Quadro K2200, when compared to an Intel
Pentium this GPU showed a reduction of training times by factors around 20𝑋.
The objective of this work is to compare the forecasting accuracy of two different
neural networks models, therefore an extensive grid search was developed to achieve
the most accurate models.

The numerical computation required to implement the neural networks is per-
formed by an open source library called TensorFlow. TensorFlow has a flexible
architecture that enables the user to deploy computation to one or more CPUs and
GPUs in a destock or server. It was originally developed by researchers and en-
gineers working on the Google Brain Team within Google’s Machine Intelligence
research organization for the purpose of conducting machine learning and deep neu-
ral networks research.

Keras is the selected high-level neural networks API running on top of Tensor-
Flow. Keras is written in Python, it was developed with a focus on enabling fast
experimentation. Among other things, using Keras enables easy and fast prototype
development, it supports both feedforward and LSTM recurrent neural networks
and it runs on CPUs and GPUs.

SciPy is an open source Python library used for scientific and technical computing
[21]. The SciPy packages used in this work are: Numpy, used for mathematical func-
tions, Matplotlib, used for 2D plotting, and Cluster, used for k-means clustering.
Furthermore, the scikit-learn package is used for DBSCAN clustering. Scikit-learn
is a data mining and data analysis library built on top of NumPy, SciPy, and Mat-
plotlib.

4.2.2 Modules architecture
The forecasting models implemented within the scope of this work will be used by
other researchers from the E.ON Energy Research Center. Therefore, the developed
code should be easy and intuitive to implement, also a high modularity adds flexibil-
ity for further research studies. All the modules developed are compatible with the
modules developed in [43]. This section describes all the implemented modules and
presents the workflow process to generate and evaluate load forecasts, this process
is presented in figure 4.2.

Each created module performs a different function. Once the smart meter data set
has been downloaded, the 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔.𝑝𝑦 module prepares the data and converts
it into a predefined format. In this work the predefined format consists on a csv file
with two columns, the first column called timestamp records the time in the format
𝑦𝑦𝑦𝑦 − 𝑚𝑚 − 𝑑𝑑 ℎℎ : 𝑚𝑚 : 𝑠𝑠. The second column named power records the power
value measured in watts. At this step, the user defines the preprocessed data set
granularity. Raw data sets have initial granularities ranging from 6 seconds to 1
minute. However, the scope of this work is analyzing granularities of 1, 5 and 30
minutes. The power output values are the mean power values for each time interval.
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Figure 4.2: Neural networks model development workflow

To ensure an easy implementation on future research studies, all used directories
are set in the 𝑐𝑜𝑛𝑓𝑖𝑔.𝑝𝑦 module. The idea is that the user will only have to set
their directories in this module to use both forecasting models. The 𝑢𝑡𝑖𝑙𝑠.𝑝𝑦 module
generates the filename in which the preprocessed files are saved and creates a data
frame with all preprocessed data content.

The 𝑎𝑛𝑛𝑠.𝑝𝑦 module contains both the feedforward and the LSTM recurrent neu-
ral network forecasting models. This module includes the final data preparation,
data split, model training and data forecasting. As introduced on a previous sec-
tion, the data is split in training, validation and test data set, 80% of the data will
be used for training, 10% for validation and 10% for testing. The model training is
performed on the training set, the validation set prevents the model from overfitting.
The trained model is then employed in the test data set to forecast load values.

Adam is the optimization algorithm used in this work [23]. Adam can be used
instead of the classical stochastic gradient descent procedure to update network
weights based on the training data. This method adapts the learning rates to make
the optimization process more efficient. As mentioned on section 3.1.4, the negative
log-likelihood is used as the loss function for the model optimization.

The final step is evaluating the forecasted probability distributions. These dis-
tributions are compared against the real load values by using the previously intro-
duced metrics. All evaluation modules are placed inside the evaluation folder. In
this work, the used metrics are the mean absolute error (MAE) values, developed
in 𝑎𝑏𝑠_𝑒𝑟𝑟𝑜𝑟.𝑝𝑦 and the continuous ranked probability score (CRPS) developed in
𝑐𝑟𝑝𝑠.𝑝𝑦, the average CRPS value of all forecasted powers is used.

The evaluation procedure also compares the forecasted results with the persis-
tence method results. This method is implemented in the 𝑏𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘𝑠.𝑝𝑦 module,
the module generates the output value from the selected data set. The user must
introduce the granularity and the forecasting horizon. Once the persistence method
output is generated, the MAE results are obtained to compare the forecasting accu-
racy of the persistence method against the accuracy of the neural network models.
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A grid search is employed to search for the most accurate models. Different
network architectures and dropout factors are included to search for the best model.
𝑔𝑟𝑖𝑑𝑆𝑒𝑎𝑟𝑐ℎ.𝑝𝑦 calls 𝑎𝑛𝑛𝑠.𝑝𝑦, 𝑎𝑏𝑠_𝑒𝑟𝑟𝑜𝑟, 𝑐𝑟𝑝𝑠.𝑝𝑦 and 𝑏𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘𝑠.𝑝𝑦 modules to
train the forecasting models, forecast the test data set and evaluate its forecasting
accuracy. Finally, all results obtained in the grid search are analyzed by the module
𝑔𝑟𝑖𝑑𝑆𝑒𝑎𝑟𝑐ℎ𝑆𝑐𝑎𝑛.𝑝𝑦, this module returns the best forecasting models and plot the
error results to analyze the hyperparameter impact on forecasting accuracy.

4.2.3 Model parameters
The work realized in [43] presented an analysis of the effects of the model hyper-
parameters on the forecasting accuracy. Although some interesting conclusion were
extracted from this work, the results also enforced the fact that the optimal model
parameters depend largely on the selected data set. In this work calendar values are
not used, and the length of lagged inputs will be set at the highest value of 1440
minutes.

There are some model parameters that have to vary to obtain the best possible
forecasting results. The first parameter of variation is the data set granularity. Data
granularity describes the resolution of the data, in this work granularities of 1, 5 and
30 minutes are considered. Although using smaller granularities tend to improve the
forecasting performance, it also largely increases the training time.

As stated in [15], the level of abstraction that a model can extract from the data
increases with the complexity of the model. The number of stacked layers and the
number of neurons per layer account for the network complexity. However, highly
complex models tend to overfit the data, specially if the length of the data is not
long enough. On the other hand, as the complexity of the model increases, so does
the computational requirements and therefore the time to train the model. The
selected number of layers implemented are 1 and 3 and the number of neurons per
layer varies between 10, 40 and 100.

The dropout technique is implemented to prevent the model from overfitting.
Nodes are selected randomly to be dropped-out given a probability, e.g. 20%. This
is how dropout is implemented in Keras. In this work dropout values of 0%, 20%
and 50% are implemented.

As introduced in the method fundamental’s chapter, early stopping technique is
also commonly used to prevent the model from overfitting. Early stopping is directly
implemented by Keras at the training stage. The input values are the 𝑚𝑖𝑛_𝑑𝑒𝑙𝑡𝑎,
that is the minimum variation at which the early stopping is triggered, and the
𝑝𝑎𝑡𝑖𝑒𝑛𝑐𝑒, meaning the number of consecutive iterations reaching 𝑚𝑖𝑛_𝑑𝑒𝑙𝑡𝑎 before
the simulation stops. Within all models, the 𝑚𝑖𝑛_𝑑𝑒𝑙𝑡𝑎 was set to 0.01. On the
other side, the 𝑝𝑎𝑡𝑖𝑒𝑛𝑐𝑒 parameter should prevent the model from overfitting but at
the same time should enable the model to gain sufficient complexity, 𝑝𝑎𝑡𝑖𝑒𝑛𝑐𝑒 values
lie between 10 and 20.

The batch size limits the number of samples to be shown to the network before
a weight update is performed. It optimizes the network’s training by defining how
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many samples to read at a time and keep in memory. The number of epochs is the
number of times that the entire training data set is shown to the network during
training. LSTM recurrent neural networks are sensitive to the batch size. A batch
size of 200 and an epoch number of 1000 are defined to train the models.

4.3 Data characterization setup
This section describes the implementation of the data characterization impact study.
The objective is to extract which smart meter data features have an impact on fore-
casting accuracy. A data set with three hundred households is selected to perform
the impact study. This study is conducted by means of a correlation analysis to
determine which features have an impact on forecasting accuracy.

4.3.1 Modules architecture
As mentioned on the previous section, the idea of this work is to develop modules
that are intuitive and easy to use, it is also necessary to implement a modular
approach that ensures flexibility for further research work. The implementation of
the data characterization follows four differentiated steps:

• Data set preprocessing

• Model training and forecasting execution

• Time series data analysis

• Correlation study

The data set preprocessing follows a similar approach as the one presented in
the previous section. However, in this case the data set contains a large number of
households. A preprocessed data set for each household is created. In order to make
the code more efficient, the user has the possibility of selecting the households that
are preprocessed. Also, unlike the data sets analyzed in [43], Ausgrid data sets have
a granularity of 30 minutes, therefore lower granularities cannot be extracted. This
process is implemented via the module 𝑝𝑟𝑒𝑝𝑟𝑜𝑐𝑒𝑠𝑠𝑖𝑛𝑔.𝑝𝑦.

The data characterization task is performed both with normalized and with raw
smart meter data. The module 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑖𝑛𝑔.𝑝𝑦 normalizes the power values by
dividing all values by its peak value, a factor of 1000 then multiplies all normalized
values to avoid calculating small numbers.

Data set training and forecasting is executed by the 𝑔𝑟𝑖𝑑𝑆𝑒𝑎𝑟𝑐ℎ.𝑝𝑦 module. The
same approach as described in the previous section is adopted with the difference
that all hyperparameters are maintained constant. Although parameter tuning is
essential to obtain the best forecasting model, tuning 300 models for each household
is very time-consuming for this work. Some rules of thumb for parameter selection
are adopted. From the grid search results from the seven data sets analyzed in [43]
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it has been concluded that neural networks with a sufficient degree of complexity
tend to perform good most data sets, here a neural network architecture of three
hidden layers with 40 neurons per layer is chosen. Furthermore, a dropout value
of 0.2 effectively prevents overfitting and enables a good model training. A similar
approach was conducted in [24].

Once that forecasting models are defined for all households, the main time series
data features are extracted. 𝑑𝑎𝑡𝑎𝐶ℎ𝑎𝑟𝑎𝑐𝑡𝑒𝑟𝑖𝑧𝑎𝑡𝑖𝑜𝑛.𝑝𝑦 extracts the following data
features:

• Average power load value

• Time series cyclic behavior

• Intraday data deviation

• Behavioral pattern complexity

• Behavioral pattern consistency

Section 3.2.5 describes the metrics used to extract these features. The impact
study is conducted by means of a correlation analysis. The existing correlations
between the model accuracy and the different data features are analyzed in the
𝑖𝑚𝑝𝑎𝑐𝑡𝑆𝑡𝑢𝑑𝑦.𝑝𝑦 module. The model accuracy is measured by the previously ob-
tained CRPS value, which is the mean CRPS from all forecasted values.

The Pearson correlation coefficient (𝜌) is employed to measure the correlation
between data features and accuracy results. This coefficient measures the linear
correlation between two variables. It has a value between -1 and 1. A 𝜌 of 1 means
that there is a total positive linear correlation between variables, -1 means that there
is a total negative linear correlation and 0 means that there is no linear correlation
between variables. Additionally, the p-value is computed for deciding whether to
reject the null hypothesis. The data characterization process is described in figure
4.3.

Figure 4.3: Data characterization and impact study workflow
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4.3.2 Clustering
Cluster analysis or clustering is the task of grouping a set of objects in a way that
objects in the same group, called cluster, are more similar to each other than to
those in other clusters. In this work the daily electricity load profiles are clustered
to extract the behavioral patterns within the smart-meters datasets.

The k-means clustering is implemented with the SciPy library. The k-means
algorithm tries to minimize distortion, which is defined as the sum of the squared
distances between each observation vector and its centroid.

As explained in section 3.2.3, the initial objective was to extract the optimal
number of clusters K by using the Elbow method and set K as a measure of the
behavioral pattern complexity. However, results have shown that 𝐾 = 2 for most
of the data sets which means that this measure is not representative of the pattern
complexity for each household.

The kmeans function returns two outputs, the centroids profile and the daily
profiles assigned to each cluster. The selected inputs are the daily load profiles, the
predefined cluster number k and the number of iterations. The number of cluster k
is set at three to search for different day types within the data. An expected result
might be differentiating between workdays, weekends and holidays.

After the k-means clustering is performed, the number of profiles in the main
k-means cluster is extracted. This metric extracts the complexity of the behavioral
patterns. The idea underlying this metric is that the forecasting accuracy improves
if most daily load profiles follow one specific behavioral pattern.

Furthermore, DBSCAN clustering is implemented via the sklearn library [30].
This method groups a set of objects that are closely packed together, marking as
outliers objects that lie in low-density regions. The required inputs for employing
the DBSCAN algorithm are:

• Eps distance: minimum distance between two samples for them to be consid-
ered as in the same neighborhood

• Minimum number of samples: number of samples in a neighborhood for an
object to be considered as a core object

• Data set

The best DBSCAN clustering performance is obtained when the Eps is set at the
default value. The minimum number of samples in a neighborhood to be considered
as a core object is set at 4 samples, clusters consisting on less than 4 days are
neglected for being not significant. The data set’s daily profiles are introduced as
the input data. DBSCAN clustering is then performed to extract the number of
outliers present in the data set. Outliers are daily load profiles that cannot be
assigned to any cluster. The number of outliers determine the extent to which
household’s electricity load patterns are random.
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In this chapter the previously introduced forecasting methods are evaluated on the
data sets selected in [43] and on the 300-household data from the Ausgrid data set.
Furthermore, the results from the impact study of different data set features on the
forecasting accuracy are presented.

5.1 Forecasting models comparison
This section presents the forecasting results comparison between feedforward and
LSTM neural network models. Furthermore, both forecasting methods are compared
with the persistence method to assess their forecasting performance.

First, a comparison of both models on the data sets analyzed in [43] is presented,
the second subsection compares both forecasting methods on the 300-household
smart meter data from the Ausgrid data set.

5.1.1 Result comparison with previous studies
This section describes the result comparison between the feedforward neural net-
work model developed in [43] and the LSTM recurrent neural network developed in
this work. Seven smart meter data sets with different characteristics are analyzed
throughout this section.

A grid search is conducted to search for the best forecasting models, table 5.1
shows the hyperparameters chosen for all data sets. Different data set granularities,
dropout factors and network architectures are implemented.

Parameter name Value
Dataset granularity [min] 1, 5, 30
Forecast Horizon [min] 60
Length of lagged input
[min] 1440

Dropout 0, 0.2, 0.5
Number of hidden layers 1, 3
Number of hidden neurons 10, 40, 100

Table 5.1: Grid search hyperparameter selection
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The data set is chronologically split in training, validation and testing data sets.
The model is trained on the first 80% of the data, cross-validated on the following
10% of the data and the forecasting model is tested on the final 10% of the data.

The grid search results obtained for the seven smart meter data sets are shown
in table 5.2. This table shows the forecasting error of the feedforward, the LSTM
neural network and the persistence method for all data sets.

In order to enable a comparison with persistence method results it is necessary
to calculate the mean absolute error (MAE) from the feedforward and the LSTM
neural network models. A probabilistic forecast can be transformed into a deter-
ministic one by performing a weighted sum of all power interval values multiplied
by their correspondent probability value. Once the equivalent deterministic forecast
is obtained the MAE can be calculated by the procedure described in section 3.1.4.

The results show that both models perform considerably better than the persis-
tence method. According to the MAE results, when compared to the persistence
method, the feedforward neural network model improves the forecasting accuracy
on average a 53.00% while the LSTM recurrent neural network model improves the
MAE results on a 48.74%.

Data set Feedforward NN LSTM NN Persis
CRPS[W] MAE[W] CRPS[W] MAE[W] MAE[W]

Smart* A 256 341 224 335 812
Smart* B 330 422 344 454 644
Smart* C 405 449 340 563 1018
UCI 235 323 233 323 616
UK-DALE 1 97 124 94 126 187
UK-DALE 2 69 88 70 104 161
UK-DALE 3 117 158 122 173 616

Table 5.2: Overview over grid search results

On four out of the seven data sets the LSTM recurrent neural network model
had better CRPS error results than the feedforward model. On average the LSTM
model error was 5.43% lower than the forecasting error from the feedforward model.

On data sets with small CRPS errors both forecasting models perform very sim-
ilarly. However, when the forecasting errors increase, the differences between both
models are more important. Further analysis on the impact of smart meter data on
both model’s accuracies is presented in the following section.

The LSTM recurrent neural network model have higher computational require-
ments that the feedforward neural network model. Consequently, training the LSTM
model takes considerably more time than training the feedforward model. On av-
erage training a LSTM neural network takes 20𝑋 times longer than training a
feedforward neural network.

Table 5.3 presents the optimal hyperparameter values obtained for each data set.
From the network architecture values it can be concluded that the forecasting net-
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works need a high degree of complexity to perform good forecasts. Furthermore,
introducing dropout normally improves the forecasting behavior. Although the op-
timal granularity levels differ between data sets, it is observed that as obtained in
[43] smaller granularities tend to improve the forecasting accuracy. However, smaller
granularities require longer training periods.

Data set Feedforward NN LSTM NN
Gran. Dropout Arch. Gran. Dropout Arch.

Smart* A 5 0.2 [100,100,100] 5 0.2 [40,40,40]
Smart* B 1 0.2 [100,100,100] 1 0.2 [100,100,100]
Smart* C 1 0.2 [100,100,100] 1 0.2 [100,100,100]
UCI 1 0.2 [40,40,40] 5 0.2 [40,40,40]
UK-DALE 1 30 0.2 [100,100,100] 30 0.5 [100,100,100]
UK-DALE 2 1 0.2 [100,100,100] 1 0.5 [100,100,100]
UK-DALE 3 1 0.2 [100,100,100] 5 0.2 [40,40,40]

Table 5.3: Optimal parameter values obtained from grid search

5.1.2 Ausgrid data set model comparison
As introduced on the previous chapter, both forecasting models are used to forecast
all three hundred household smart meter data from the Ausgrid data set. Given the
limited time to develop this work, the neural network parameters are kept constant
for all households, furthermore the feedforward and the LSTM neural network mod-
els employ the same parameters. The parameter selection process is described in
section 4.3.1. The selected parameters are shown in table 5.4.

Parameter name Value
Dataset granularity [min] 30
Forecast Horizon [min] 60
Length of lagged input
[min] 1440

Dropout 0.2
Number of hidden layers 3
Number of hidden neurons 40

Table 5.4: Parameter values employed in the Ausgrid data set

5.5 shows the average error results from the 300 households from Ausgrid data
set. The average MAE from the feedforward neural network model is 23.58% lower
than the average error result from the persistence method. In the case of the LSTM
neural network model, the MAE error is 27.07% lower than the MAE results obtained
from the persistence method. The MAE values show that both forecasting models
outperformed the benchmark method.
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Data set Feedforward NN LSTM NN Persis
CRPS[W] MAE[W] CRPS[W] MAE[W] MAE[W]

Ausgrid 252 350 239 334 458

Table 5.5: Average error results of the 300 households from the Ausgrid data set

The CRPS error results from the LSTM neural network model are on average
5.16% lower than the feedforward neural network model values. Furthermore, the
LSTM neural network model outperformed the feedforward model on 73% of the
cases, 218 households presented better LSTM forecasting results.

There are many factors that affect the forecasting accuracy. It has been observed
that the worst forecasting performance occur when the electric load behavior changes
drastically in the testing data time period. This causes that the previously learned
relationships during the training data are no longer representatives in the test data
set. Figure 5.1 shows an example of a smart meter data set with high forecasting
errors. The vertical lines show the division between the training, validation and test
data sets. As it can be observed, the load values follow a different trend during the
test data causing a bad forecasting performance, the feedforward neural network
model had a CRPS error of 1473𝑊 while the LSTM neural network model had a
CRPS error of 770𝑊 . In this case, the LSTM neural network model seems to adapt
better to the trend change than the feedforward neural network model.

Figure 5.1: Ausgrid’s household 96 load data

Furthermore, the benefits of using LSTM neural networks are easier to understand
if a single household data is analyzed. Figure 5.2 shows the smart meter data from
a household in which the LSTM neural network model CRPS error is 54% lower
than the feedforward neural network CRPS error. A possible explanation for this
difference is that the trends occurring in the test data time period are similar to
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the ones that appear at the beginning of the training data set. The LSTM neural
network model has a memory cell that might have been able to remember these
past trends while the feedforward neural network is not able to store long time
dependencies in data trends. The following section analyzes the data set features
impact on the forecasting accuracy.

Figure 5.2: Ausgrid’s household 192 load data

5.2 Data set feature impact on forecasting accuracy
results

This section presents an impact study to extract which data set features have an
impact on forecasting accuracy. The impact study is conducted by means of a cor-
relation analysis. Each feature is compared with the forecasting error to determine
possible relationships between these variables. Smart meter data from 300 house-
holds is analyzed to obtain reliable results.

First, traditional statistical measures are analyzed. Traditional measures include
average load value, cyclic behavior and load standard deviation. On the other
hand, clustering techniques are employed to extract the data set behavioral pattern
complexity and behavioral pattern consistency.

5.2.1 Average electric power consumption impact on forecasting
accuracy results

Due to its fluctuating nature it is usually difficult to forecast smart meter data.
It might be expected that higher power consumption level lead to bigger power
fluctuations and therefore to worse forecasting accuracies. In this section the average
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electric power consumption from each smart meter data set is compared against the
CRPS error results from the forecasting models. Figure 5.3 shows a scatter graph
in which the average load power form each smart meter data is compared against
its CRPS forecasting error.

Figure 5.3: Average load impact results on the forecasting error of Ausgrid’s house-
hold data

Each smart meter data set is represented with two points with the same power val-
ues but different CRPS error values. These points correspond with the feedforward
neural network and the LSTM neural network model results for each household.
There are 600 points represented on each graph.

Furthermore, the linear regression lines show the linear relationship of both model’s
error results with the average load value from each household. From the graphical
results a positive linear relationship between the average load value and the fore-
casting error is expected for both forecasting models.

The correlation between variables is measured by the Pearson’s correlation coeffi-
cient. The Pearson’s correlation coefficient is used to measure the linear correlation
between variables, furthermore the p-value is also extracted. As explained in section
3.2.5 the p-value measures the probability of a random point distribution obtaining
a more extreme correlation coefficient than the one resulted from the given distri-
bution.

The Pearson’s correlation coefficient between the average load value and the feed-
forward neural network model CRPS error is 0.534, the p-value is 1 · 10−23. For
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the LSTM neural network model, the Pearson’s coefficient is 0.527 and the p-value
is 1 · 10−28. Both p-values are lower than the significance value 𝛼 set at 5%. This
means that most probably there is a correlation between the analyzed feature and
the forecasting error. Given these results, it can be affirmed that in the Ausgrid
smart meter data there is a positive correlation between the average load levels and
the forecasting error.

5.2.2 Cycle impact on forecasting accuracy results

Cycle refers to the presence of rises and falls in the data that are not fixed in time. As
explained in section 3.2.5 data cyclic behavior is extracted by the standard deviation
of the smart meter load moving average. It is expected that a fluctuating electric
load moving average represent trend variations and therefore negatively affects the
forecasting accuracy.

Figure 5.4 shows the impact of the standard deviation of the moving average on
the forecasting error, measured by the CRPS error. The regression lines appear to
show a positive relationship between the moving average standard deviation and the
forecasting errors. Moreover, the Pearson correlation coefficients are 0.572 and 0.554
for both the feedforward and the LSTM neural network models. The p-values for
these models are 1 · 10−27 and 1 · 10−25. The p-values are lower than the significance
value 𝛼 set at 5%. Given these results it can be assumed that for the analyzed
data there is a positive linear correlation between the data cyclic behavior and the
forecasting errors.
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Figure 5.4: Cycle impact results on the forecasting error of Ausgrid’s household data

5.2.3 Data standard deviation impact on forecasting accuracy
results

In this work, the median daily standard deviation measures the smart meter data
dispersion. A higher fluctuation is expected to have a negative impact on the fore-
casting accuracy. The distribution samples from the smart meter standard deviation
impact on the CRPS error are shown in figure 5.5.
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Figure 5.5: Daily standard deviation impact results on the forecasting error of Aus-
grid’s household data

Given the graphical results, the daily standard deviation seems to have a lower
impact on the forecasting accuracy than the aforementioned cyclic behavior or av-
erage power consumption. The Pearson’s correlation coefficients are respectively
0.201 and 0.223 for the feedforward and the LSTM neural network models. The
p-values are higher than in previous cases, 4 · 10−4 in the case of the feedforward
neural network model and 9 · 10−5 for the LSTM model. This means that there is
a probability of 0.04% and 0.009% that a random point distribution have higher
Pearson’s correlation coefficients than the ones obtained. As these values are bel-
low the significance value 𝛼, it can be assumed that for the analyzed households
there is a positive correlation between the median daily standard deviation and the
forecasting error.

5.2.4 Behavioral pattern complexity impact on forecasting
accuracy results

The behavioral pattern complexity refers to the number and frequency of well defined
clusters. A high behavioral pattern complexity corresponds to multiple well defined
daily profile patterns with equal number of daily profiles per pattern cluster. In low
pattern complexity smart meter data most daily load profiles are assigned to the
same pattern cluster. In this work the behavioral pattern complexity is extracted by
conducting a k-mean clustering. The number of predefined clusters is set to three.
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The defined metric consists on the main clusters’ daily profile number. If most
daily profiles fall in the same cluster the behavioral pattern complexity is expected
to be lower, a lower pattern complexity is expected to result in better forecasting
accuracies.

The graphical results are shown in figure 5.6. From the regression lines no linear
correlation between the behavioral pattern complexity and the forecasting error is
expected. Moreover, the Pearson’s correlation coefficients are low, 0.044 in the case
of the feedforward neural network model and 0.054 for the LSTM neural network
model. Furthermore, these results seem to be non significant, the p-values were
0.45 and 0.35 meaning that there is a probability of 45% and a 35% respectively
that 300 random values have a more extreme Pearson’s correlation coefficient than
the one extracted. Therefore, in can be concluded that in the Ausgrid data set the
behavioral pattern complexity metric employed does not have any linear relationship
with the forecasting accuracy.

Figure 5.6: Behavioral pattern complexity impact results on the forecasting error of
Ausgrid’s household data

5.2.5 Behavioral pattern consistency impact on forecasting
accuracy results

This feature describes the extent to which household smart meter data follow specific
patterns throughout the whole data set. The behavioral pattern consistency is
extracted by measuring the random behavior in daily load profiles, the random

48



5.2 Data set feature impact on forecasting accuracy results

behavior is an opposite concept to the pattern consistency it may therefore be used
to extract this feature. As a metric, the number of outliers in household’s daily load
profiles is extracted, outliers are daily profiles that do not belong to any existing
cluster. The outliers number are obtained by the DBSCAN clustering method, this
method is explained in section 3.2.4.

The linear regression lines shown in figure 5.7 indicate a positive linear correla-
tion between the number of outliers detected in each smart meter data set and the
forecasting error. The Pearson correlation coefficients are 0.371 for the feedforward
neural network model and 0.369 for the LSTM neural network model. The p-values
assigned to this correlation coefficients are 3 · 10−11 and 4 · 10−11, respectively. The
obtained results confirm the hypothesis for this data set, there is a positive lin-
ear correlation between the presence of outliers in smart meter data sets and the
forecasting error.

Figure 5.7: Behavioral pattern consistency impact results on the forecasting error of
Ausgrid’s household data

5.2.6 Impact study results review

Table 5.6 shows the results from the features’ impact study. As explained in section
3.2.5, a significance level (𝛼) of 5% is defined. That means that all the features
with a p-value above 0.05 are considered non-significant. From the results it can
be determined that the average power consumption, the presence of cycles, the
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dispersion, and the pattern consistency significantly affects the forecasting accuracy.
Furthermore, these features impact both feedforward and LSTM models.

Feature Feedforward NN LSTM NN
Pearson Coeff p-value Pearson Coeff p-value

Average load 0.534 1 · 10−23 0.527 1 · 10−28

Cycles 0.572 1 · 10−27 0.554 1 · 10−25

Dispersion 0.201 4 · 10−4 0.223 9 · 10−5

Pattern complexity 0.044 0.45 0.054 0.35
Pattern consistency 0.371 3 · 10−11 0.369 4 · 10−11

Table 5.6: Overview over impact study results
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This thesis seeks to achieve two objectives, the first one it to develop a new forecast-
ing model that improve short-term residential load forecasting. The second objective
is to analyze which are the main smart meter data features that influence forecasting
accuracy. Previous studies have shown that using machine learning algorithms can
significantly improve the forecasting accuracy. Furthermore, human behavior seems
to be the biggest factor of influence when forecasting household load data.

Long short-term memory (LSTM) recurrent neural network models have a mem-
ory cell capable of extracting long-term temporal relationships. This feature makes
LSTM neural networks ideal for predicting smart meter loads as extracting complex
trends could significantly improve the forecasting performance. Therefore, LSTM
neural networks have been implemented in this thesis. The results from the LSTM
model have been compared with the feedforward neural network model results ob-
tained in [43].

Furthermore, the forecasting results largely depend on the selected data set.
Choosing the optimal forecasting model is sometimes difficult due to the changes
in the forecasting performance for different household data. In this work an im-
pact study is conducted to analyze which features have an impact on forecasting
accuracy.

There are three main conclusions extracted from the forecasting results of the
feedforward and LSTM neural network models. The first one is that both models
generate reliable load forecasts. The accuracy results obtained from the feedforward
and the LSTM neural network models outperformed the results obtained from the
persistence method, used as a benchmark method.

The second conclusion is that LSTM neural network models achieve generally bet-
ter forecasting performance than feedforward models. The LSTM neural networks
seem to better extract past trends than feedforward neural networks.

The third conclusion is that training LSTM neural networks requires more time
than training feedforward neural networks. The computational requirements for
training LSTM memory neural networks are higher than for training feedforward
networks as a result, training a LSTM neural network model takes on average 20
times longer than training a feedforward model for the same data set.

Two conclusions are extracted from the smart meter features’ impact study. First,
average power consumption, presence of cycles, data dispersion and behavioral pat-
tern consistency seem to have a significant impact on forecasting accuracy. Although
these correlations are not evident when analyzing the point distribution, the cor-
relation coefficients obtained show that there are linear correlations between these
features and the forecasting accuracy. The average power consumption, presence
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of cycles and data dispersion negatively affect forecasting accuracy. On the other
hand, an increasing pattern consistency, reflected by a decreasing random behavior,
tend to give better forecasting results.

The second main conclusion from the impact study is that the feedforward and
the LSTM neural network models are affected by the same data set features.

This field of research is still relatively young and its changing at a very high pace.
Therefore, there is space for research in many different areas, here three possible
improvements to this work are proposed.

The first possible improvement consists on redefining the human behavior pattern
extraction. The impact study presented have tried to extract two features from
human behavioral patterns, the pattern complexity and the pattern consistency.
The pattern complexity was defined by adding the daily profiles from the biggest
k-mean cluster. However, extracting the number of clusters by using DBSCAN
clustering could be a better way of defining the complexity of behavioral patterns.
Furthermore, it is expected that the benefits of using LSTM neural networks are
more important if the household’s trends are complex.

The second improvement proposed is to individually tune each smart meter fore-
casting model before performing the data sets’ feature impact study. In this work
all forecasting model parameters were kept constant. Although the overall results
were better than the benchmark methods, there were households with bad forecast-
ing performance. Due to the households’ different load behavior, forecasting model
parameters should be individually tuned instead of kept constant.

The final improvement proposed consists on conducting an impact study on mul-
tiple data sets. The impact study was conducted on all the households from the
Ausgrid data set. The analyzed households were all from the same geographical re-
gion and had rooftop panels installed. Therefore, an impact study on a more diverse
set of household data set might give different results than the ones extracted in this
work.
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A.1 Data set characterization example

Figure A.1: Smart meter data from household 1

Figure A.2: Daily energy consumption dispersion in household 1

55



A Appendix

Figure A.3: Daily load profiles in household 1

Figure A.4: Household 1 k-means clustering results

Figure A.5: Household 1 DBSCAN clustering results
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A.2 Model comparison

Figure A.6: CRPS results comparison from UCI data set grid search

Figure A.7: Ausgrid CRPS results
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Figure A.8: Ausgrid feedforward MAE results

Figure A.9: Ausgrid LSTM MAE results
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Acronyms
AI Artificial Intelligence

ANN Artificial Neural Network

CPU central processing unit

CRPS Continuous Ranked Probability Score

DBSCAN Density Based Spatial Clustering of Application with Noise

GPU graphics processing unit

HEMS home energy management system

LSTM Long Short Term Memory

MAE Mean Absolute Error

MDN Mixture Density Network

NLL negative log-likelihood

NN Neural Network

PDF Probability Density Function

PLF Probabilistic Load Forecasting

RNN Recurrent Neural Network

SDN Softmax Distribution Network

STLF Short Term Load Forecasting
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