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#### Abstract

This paper presents indicators of non-expected behavior in components of a wind turbine. These indicators are used to alert about the working conditions of these components that are not usual, according to the normal behavior observed for similar conditions of wind speed and power generated. In order to obtain these indicators, reference patterns of behavior for the components studied were defined. The patterns were obtained from real data of the wind turbine covering all of the possible working conditions. The technique of self-organized maps was used for discovering such reference patterns. Once they were obtained, new data, not included in the training set, was passed through the patterns in order to verify if the behavior observed corresponds or not to that expected. If they do not coincide, an anomaly of behavior is detected than can be useful for soon alert of possible failure mode or at least to know that the component was under working conditions that could cause risk of fault. The periods of unexpected behavior are the base for the indicators proposed in this paper. Real cases to show the elaboration of the indicators, and their corresponding results are provided.
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## 1. Introduction

Nowadays, energy consumption is continuously growing on a global scale, this progressive demand increase needs to be satisfied [1-3]; however, the quality and reliability of the system have to be maintained.

Traditional energy generation using conventional sources, such as oil, gas, and coal, increases the local pollution and affects global warming. To solve this inconvenient the promotion of renewable energies is a reality, being wind power generation the technology that has experienced the most growth over the last decade [4,5]. In order to maintain this growth over the next thirty years, renewable facilities need to be made more lucrative to investors, as photovoltaic (PV) power plants are doing by reducing the panel costs. In the case of wind power operational expenditures (OPEX) can be highly reduced. The use of condition monitoring systems (CMS) [6-8] has clearly improved energy production efficiency and reduced the operational costs of wind plants by: (i) reducing lost energy; (ii) reducing the impact of failures and its associated costs; and, (iii) increasing the total life cycle of the assets [1].

It is possible to identify failure patterns in wind turbines, and thus anticipate possible failure modes using mathematical models and artificial intelligence techniques in maintenance. Condition based maintenance (CBM) assumes that by detecting no normal behavior and the failure mode that
the equipment presents, it is possible to estimate when the failure or breakdown will happen with a certain probability, and then preventive (or condition based) maintenance can be scheduled before the failure occurs [9].

The purpose of this paper is to present a novel methodology to detect malfunctioning using models of normal behavior of several components over the life cycle of the wind turbine as a complementary methodology presented in other papers where multi-layer perceptron (MLP) neural networks were used $[6,10,11]$. This complementary aspect of the method proposed is based on the identification of patterns of behavior that were discovered directly from values of variables that can alert about the recognition of an anomaly, instead of modelling the relationships between output and input observed as usual in MLP neural networks and physical models. The method proposed is within the family of unsupervised modelling, where previous knowledge is not required concerning the output for a set of inputs introduced in a model. This advantage usually is parallel to an easier preparation of a training set to discover the patterns, and furthermore, from the point of view of the user, thorough knowledge is not required in order to obtain them.

This paper is organized as follows. Section 2 describes the methodology to obtain indicators of anomaly behavior based on reference patterns. Section 3 describes the training set that was used in the paper to demonstrate the methodology proposed in components of a wind turbine. The process of the creation of reference patterns based on the normal expected behavior is presented in Section 4, and following in Section 5, the method of anomaly detection with real cases is provided. Section 6 proposes the definition of anomaly indicators for monitoring the components of a wind turbine. Finally, Section 7 presents the conclusions obtained from the previous sections.

## 2. Process of Creation and Use of the Behavior Anomaly Indicators Based on Reference Patterns

This section describes the main steps of the process to follow in order to build the new anomaly indicators proposed in this paper that are able to detect abnormal behavior in components of a wind turbine. These indicators are based on patterns that were previously obtained observing the typical normal behavior of the components monitored [12-14].

The estimation of the indicators mentioned requires the development of the following sequential steps:
a. Selection of a data training set for learning the typical normal behavior of the component. This includes data selection and filtering, removing of outliers, and treatment of missing measurements.
b. Study of a failure mode and effects analysis in a wind turbine, previously developed by the authors and inspired from references [15,16]. This allows for paying attention to those failure modes that could be detected according to the values of variables available collected by the SCADA system of the wind turbine. These variables will be used for the characterization of normal behavior patterns that are developed in the next step.
c. Building of normal behavior patterns of a component described through variables collected in real-time from the wind turbine. The case studied in this paper is based on data samples that were collected every ten minutes. The patterns are built using self-organizing map techniques [17]. This technique is unsupervised. This means that no previous knowledge is strictly required to obtain patterns of behavior such as those which are required for anomaly detection based on MLP neural networks. However, some knowledge about possible variables that can explain when an anomaly is present, is convenient. Even when this method can be used in isolated manner with good results, such as that which is presented in the paper, a hybrid model based on supervised and unsupervised neural network methods can benefit from the advantages of both approaches being more accurate the detection of abnormal behavior.
d. Definition of the probability distributions that the reference patterns represent. The model of probability distribution used is the Gaussian function because it is expected that the most part of the samples are closely surrounding the pattern discovered, and much less samples are away
from it. The consideration of the probability distributions represented by the reference patterns is a new feature added to the method proposed in order to know the membership degree of the data observed, as represented by each normal behavior pattern discovered.
e. Estimation of the anomaly indicator. Once the previous steps are completed, the indicator of anomalies can be estimated. Its objective is to warn about data collected that do not correspond to the expected behavior by the reference patterns and the probability distributions of them. The evolution of the values of the behavior anomaly indicators over time will suggest whether or not it is necessary to pay attention to the components monitored from the point of view of scheduled maintenance and operation.

The next sections will describe details about each of the previous steps.

## 3. Training Set

The training set used in this paper is based on measurements that were taken every ten minutes from a wind turbine with a rated power of 2 MW . There are 32 variables which are available for a period of almost six years (2008-2014), including 9.321 .984 samples in total that correspond to operational and environmental conditions of the wind turbine and to different components of it. For this study, no digital signal, such as alarms or operational state transitions, were considered [18].

The data set was screened removing outliers, values out of range and reconstructing missing data whenever possible. Finally, the screened data corresponding to 2009 were selected as a training set for obtaining the reference patterns of behavior that will be the basis for detection of anomalies. This decision was based on the selection of all the operation conditions of the wind turbine inside a time window covering the four seasons of a year and in the inner possible real power curve observed in the wind turbine. Figure 1 presents in yellow the final training set that was selected, corresponding to the power curve of the wind turbine in 2009. Furthermore, the rest of the variables with the same timestamp of those that were presented in Figure 1 were selected. The wind speed used in the power curve corresponds to the hub height wind speed with neglected aerodynamic interaction. In theory, the power curve has to be a thin line, but, as observed in Figures 1 and 2, in practice, this line is thick due to different effects that cause some deviations, such as the inertia of positioning controllers, turbulences, and others. The most important aspect is that it is necessary to assure that the width of the power curve does not increase, because if this does occur then some anomaly or degradation is taking place.


Figure 1. Training data set selected corresponding to 2009.


Figure 2. Training data set selected corresponding to 2009. The patterns obtained are presented in six blue points.

## 4. Reference Patterns of Normal Behavior

The reference patterns of normal behavior for the wind turbine were built being focused on the characterization of the power curve of the wind turbine as an essential index of its behavior, the characterization of the gearbox, and the characterization of the electrical generator, all of which will be described in the next sub-sections. The applications of the method proposed in the paper to the gearbox and the electrical generator are only illustrative examples of use based on the importance of both components in the operation of a wind turbine and on the impact of their failure modes.

### 4.1. Brief Introduction to Self-Organizing Maps (SOM)

As is known, the Kohonen self-organizing maps (SOM) [17,19] are neural network models that map multi-dimensional input data into a low-dimensional space represented by the number of neurons. The SOM is defined by a set of nodes or neurons that cover the input space of examples in such a way that its information is clustered through the nodes of which the weights represent a pattern of the examples that are observed after training. The values of the node weights are adjusted during the network training phase using an unsupervised learning algorithm. More in detail, at the iteration $t$ of the training algorithm, the input vector $x_{t}$ is assigned to the winner neuron $C_{j}$, to which it has a minimum Euclidean distance and where $j$ is given by Equation (1):

$$
\begin{equation*}
j=i\left(x_{t}\right)=\underset{\mathrm{i}}{\operatorname{argmin}} d\left(x_{t}, C_{i}(t)\right) \tag{1}
\end{equation*}
$$

Then, the SOM updates the weight values of the winner neuron, and also the nodes that are inside the neighborhood region of the winner neuron $C_{j}$, as follows in Equation (2):

$$
\begin{align*}
& C_{i}(t+1)=C_{i}(t)+\gamma(t)\left[x_{t}-C_{i}(t)\right] \quad \text { if } i \in N_{j}(t)  \tag{2}\\
& C_{i}(t+1)=C_{i}(t) \quad \text { if } i \notin N_{j}(t)
\end{align*}
$$

where $\gamma(t)$ is a monotonically decreasing function of time with values between 0 and 1 . The neighborhood region $N_{j}(t)$ of a neuron $C_{j}$ is defined as the region of the map where nodes have an Euclidean distance smaller than or equal to a specified radius from $C_{j}$. It is clear that the training algorithm requires the definition of a distance measure $d$ between cases and node weights.

It is a general fact that given the probability distribution $p(x)$ of the input data, the Kohonen algorithm minimizes an expected average quantization error function E, as given by Equation (3).

$$
\begin{equation*}
E=\int f\left(d\left(x_{t}, C_{j}\right)\right) p(x) d x \tag{3}
\end{equation*}
$$

where $C_{j}$ is the node associated to the input vector $x$.
The result is that input data that show similar characteristics among them are clustered together and a representative pattern is assigned to each cluster through the neuron weights. Thus, data are represented by a finite set of nodes, of which the weights are the centers of the clusters that are found in the examples by the training algorithm. Furthermore, it is a general fact that the SOM training algorithm adjusts the node weights in such a way that neurons will be more concentrated in those areas of the input space with higher density. Each neuron contains all the input data that are clustered around its weights, according to their similarity. Each cluster represents a pattern of information. Neurons that are neighbors in the map typically show close patterns of examples.

### 4.2. Reference Patterns of Normal Behavior of the Wind Turbine Based on Its Power Curve

These reference patterns define the most general behavior of the wind turbine based on its power curve. The patterns are based on a self-organized map (SOM) [16] whose inputs were the wind speed and the power generated. A self-organized map is a type of artificial neural network able to be trained under unsupervised learning to produce a discretized representation of the input space of the training samples as patterns that are representing them. A self-organized map is based on competitive learning as opposed to error-correction learning methods used in supervised neural networks. This type of learning uses a neighborhood function to preserve the topological properties of the input space, defined by the training set configuring an ordered map of patterns.

In order to have an easy association of the different zones of the power curve with the patterns of pairs wind speed and power generated, the structure that is proposed for the self-organized map was a unidimensional vector of neurons. Different tests were carried out using different numbers of neurons and finally the structure of six neurons in a unique row was chosen. This selection was based on the criteria that the neurons conveniently represent all the areas of the power curve and that the cases represented by each neuron are sufficient and balanced. Other alternatives with more or less than six neurons were discarded because giving similar results in classification, the criteria wished were not fulfilled in the same way. The patterns obtained are presented as the six blue points in Figure 2. They represent the usual behavior of the wind turbine. Table 1 presents the number of samples of the training set represented by each pattern discovered and the mean and standard deviation values for power and wind speed represented by the patterns.

Table 1. Samples of the training set (2009) under each neuron or pattern discovered for the power curve including mean and standard deviations for power and wind speed represented by the patterns.

| Statistical figures | Pattern 1 | Pattern 2 | Pattern 3 | Pattern 4 | Pattern 5 | Pattern 6 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Number of samples per pattern | 6944 | 3293 | 2922 | 4682 | 7546 | 13995 |
| Mean value Power $(\mathrm{kW})$ | 96.1 | 364.4 | 703.7 | 1091.5 | 1506.7 | 1967.1 |
| Mean value Wind Speed $(\mathrm{m} / \mathrm{s})$ | 4.1 | 6.2 | 7.6 | 8.9 | 10.0 | 13.9 |
| Standard deviation Power $(\mathrm{kW})$ | 66.5 | 86.0 | 105.4 | 115.8 | 124.5 | 67.3 |
| Standard deviation Wind Speed $(\mathrm{m} / \mathrm{s})$ | 1.0 | 0.7 | 0.7 | 0.8 | 0.7 | 2.8 |

The probability distributions of the data represented by each pattern were estimated as Gaussian distributions. An example of the probability distribution obtained for a neuron is presented in Figure 3a,b. It corresponds to the samples under the pattern representing the zone of higher production of electricity, pattern 6.


Figure 3. Probability distribution function for the pattern representing the highest production of electricity in the wind turbine: (a) tridimensional scatter plot; (b) probability contour plot.

Once the reference patterns were discovered, and also, the probability distributions of data under them, they can be used to monitor future performance of the wind turbine, and to know if it is known or not. This is important not only for monitoring its general performance, but also to be taken into account by the reference patterns of behavior to be developed in the components on the gearbox and electrical generator.

### 4.3. Reference Patterns of Normal Behavior of the Wind Turbine Gearbox

The objective of these patterns is to define the temperatures typically observed in the wind turbine under different working conditions. They were obtained using a self-organized map whose four inputs were: power generated by the wind turbine, wind speed, temperature of the gearbox oil, and temperature in the high speed bearings of the wind turbine. These patterns are able to associate working conditions of the wind turbine with the most important temperatures of the gearbox. After several trials, a structure of a self-organized map based on 24 neurons ( $6 \times 4$ ) was selected, and therefore, 24 patterns were obtained characterizing the four input variables used.

In this case, the same training set used in 4.1 was used again to discover these reference patterns, plus the two temperatures mentioned. Figure 4 shows the number of cases of the training set that each neuron represents.


Figure 4. Samples of the training set under each neuron or pattern discovered for the gearbox.

Table 2 represents the values of the 24 patterns that were discovered (four values for each one in this order: power generated in kW , wind speed in $\mathrm{m} / \mathrm{s}$, temperature of the gearbox oil in ${ }^{\circ} \mathrm{C}$, and temperature in the high speed bearings of the wind turbine in ${ }^{\circ} \mathrm{C}$ ). The patterns are ordered by rows and columns, as shown in Figure 4, where four columns and six rows can be observed representing each squared form as a pattern and the number inside is the number of samples represented by each pattern. It is easy to observe in this figure that the upper right corner corresponds to cases that were observed for the maximum electricity generation. The column of neurons on the right side corresponds to generation at higher wind speeds and the column of neurons on the left side corresponds to generation at lower wind speeds. Also, the typical values of temperatures in the gearbox observed for the working conditions of the wind turbine are easily followed in the table shown in Table 2.

Table 2. Values of the 24 patterns discovered characterizing the behavior of the gearbox of the wind turbine by the temperatures collected.

| Gearbox Normal Behavior Patterns ( $6 \times 4$ Neurons) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Neurons | 1 |  |  |  | 2 |  |  |  | 3 |  |  |  | 4 |  |  |  |
|  | kW | m/s | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | kW | m/s | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | kW | m/s | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | kW | m/s | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ |
| 1 | 17.6 | 3.1 | 60.5 | 63.4 | 212.2 | 5.3 | 62.3 | 66.0 | 1758.1 | 10.8 | 66.0 | 69.5 | 1996.1 | 14.4 | 67.7 | 70.1 |
| 2 | 61.1 | 3.8 | 61.3 | 64.6 | 459.1 | 6.7 | 63.2 | 67.3 | 1632.5 | 10.4 | 65.6 | 69.4 | 1885.3 | 11.3 | 66.3 | 69.5 |
| 3 | 108.6 | 4.4 | 61.6 | 65.0 | 269.9 | 5.7 | 62.5 | 66.3 | 1288.9 | 9.4 | 64.8 | 69.1 | 1516.5 | 10.1 | 65.3 | 69.2 |
| 4 | 159.6 | 4.8 | 61.9 | 65.5 | 393.2 | 6.3 | 63.1 | 67.1 | 1069.3 | 8.8 | 64.4 | 68.7 | 1402.7 | 9.7 | 65.3 | 69.1 |
| 5 | 331.5 | 6.0 | 62.8 | 66.7 | 605.2 | 7.3 | 63.5 | 67.8 | 869.2 | 8.2 | 64.1 | 68.4 | 1176.0 | 9.1 | 64.6 | 68.9 |
| 6 | 528.9 | 7.0 | 63.5 | 67.7 | 690.2 | 7.6 | 63.8 | 68.0 | 779.1 | 7.9 | 63.9 | 68.1 | 965.5 | 8.6 | 64.2 | 68.5 |

The data set used for training corresponding to 2009 was passed through the patterns that were discovered in order to verify their representation. Each sample was passed through the self-organized map previously fitted and the neuron or pattern representing it was noted ( 1 to 24 ). At the same time, the probability of the sample belonging to the associated neuron was estimated. This is useful in order to observe if the sample is well-represented by the corresponding pattern or neuron.

Figure 5 shows the results of passing each data sample of the training set through the map. The upper graph corresponds to the number of the neuron or pattern where each sample is better represented. Due to the SOM property of self-organization, the transition of a normal behavior to another one has to be observed as the change the belonging to a neuron, to belonging to another one, but in the neighboring area. An abnormal behavior is observed when a change occurs to an area of neurons that is not expected. In Figure 5a, the most part of the time the behavior corresponds to patterns that are expected. This can be observed in the horizontal alignments in red dots that are predominant. These alignments correspond to the typical normal behavior and its typical transitions through neighbor neurons. When some gaps in these alignments appear, they could be symptoms of anomalies that have to be confirmed with probabilities of the neuron belonging to the neuron where observation falls. The Figure 5b corresponds to the probability of the sample to be represented by the neuron. Each sample has a neuron that is associated representing it, and a probability of belonging of such neuron. Each sample is represented in Figure 5 by its occurrence on the time axis (year 2009) in both graphs.


Figure 5. Training set data passed through the 24 patterns discovered characterizing the behavior of the gearbox of the wind turbine: (a) The graph presents to the neuron representing the sample; (b) the graph shows the probability belonging to the associated pattern.

Figure 5 shows some cases that are not well represented by the associated pattern, but in general, the association of samples observed with neurons of the most part of the training set data is correct, also with an acceptable value to belong to the Gaussian distribution region of $60 \%$ or better.

### 4.4. Reference Patterns of Normal Behavior of the Wind Turbine Electrical Generator

The objective of these patterns is to define the temperatures that are typically observed in the electrical generator under different working conditions. They were obtained using a self-organized map, whose five inputs were: power generated by the wind turbine, wind speed, temperature of the bearing at one end of the electrical generator axis, the temperature of the bearing at the opposite end of the electrical generator axis, and the temperature of the electrical generator slip rings. The patterns are able to associate the working conditions of the wind turbine with the most important temperatures of the electrical generator. The study carried out for discovering the patterns was similar to that described
for the gearbox patterns. Again, a structure of a self-organized maps based on 24 neurons $(6 \times 4)$ was used for easy comparison with the gearbox patterns of reference, and therefore, 24 patterns of behavior of the electrical generator were obtained, characterizing the five input variables in this case.

Figure 6 shows the number of cases of the training set that each neuron represents.


Figure 6. Samples of the training set under each neuron or pattern discovered for the electrical generator.

Table 3 represents the values of the 24 patterns that were discovered (five values for each one in this order: power generated by the wind turbine in kW , wind speed in $\mathrm{m} / \mathrm{s}$, temperature of the bearing at one end of the electrical generator axis in ${ }^{\circ} \mathrm{C}$, the temperature of the bearing at the opposite axis end in ${ }^{\circ} \mathrm{C}$ and the temperature of the electrical generator slip rings in ${ }^{\circ} \mathrm{C}$ ). These patterns are ordered by rows and columns, as shown in Figure 6, where four columns and six rows can be observed representing each squared form as a pattern and the number inside is the number of samples represented by each pattern. It is easy to observe in this figure that the upper right corner corresponds to cases observed for the maximum electricity generation. The column of neurons on the right side corresponds to generation at higher wind speeds, while the column of neurons on the left side corresponds to generation at lower wind speeds. This organization is similar to the weights that were obtained for the reference patterns in the case of the gearbox, therefore, both can be compared. Also, the typical values of temperatures observed in the electrical generator for the working conditions of the wind turbine are easily followed in the table shown in Table 3.

Table 3. Values of the 24 patterns discovered characterizing the behavior of the electrical generator of the wind turbine through the temperatures collected.

| Generator Normal Behavior Patterns ( $6 \times 4$ Neurons) |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Neurons | 1 |  |  |  |  | 2 |  |  |  |  | 3 |  |  |  |  | 4 |  |  |  |  |
|  | kW | $\mathrm{m} / \mathrm{s}$ | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | kW | $\mathrm{m} / \mathrm{s}$ | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | kW | m/s | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | kW | $\mathrm{m} / \mathrm{s}$ | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ | ${ }^{\circ} \mathrm{C}$ |
| 1 | 16.8 | 3.1 | 39.5 | 48.3 | 27.6 | 209.7 | 5.3 | 41.5 | 51.9 | 27.7 | 1760.9 | 10.7 | 41.4 | 55.5 | 22.7 | 1996.2 | 14.4 | 28.4 | 53.6 | 18.5 |
| 2 | 59.6 | 3.8 | 40.9 | 50.3 | 28.1 | 458.2 | 6.7 | 42.4 | 53.3 | 27.5 | 1639.9 | 10.4 | 41.7 | 55.4 | 23.2 | 1884.2 | 11.2 | 40.8 | 55.2 | 22.1 |
| 3 | 107.2 | 4.4 | 41.3 | 51.2 | 28.0 | 267.3 | 5.7 | 41.9 | 52.4 | 27.8 | 1292.3 | 9.4 | 42.8 | 55.5 | 24.7 | 1523.1 | 10.0 | 42.4 | 55.7 | 23.8 |
| 4 | 157.5 | 4.8 | 41.5 | 51.6 | 27.8 | 391.4 | 6.3 | 41.9 | 52.6 | 27.2 | 1068.3 | 8.8 | 42.8 | 55.1 | 25.6 | 1407.4 | 9.7 | 42.1 | 55.1 | 23.7 |
| 5 | 329.9 | 6.0 | 41.7 | 52.2 | 27.1 | 604.7 | 7.3 | 41.9 | 53.1 | 26.3 | 867.1 | 8.2 | 42.8 | 54.6 | 26.3 | 1177.3 | 9.1 | 42.6 | 55.1 | 24.9 |
| 6 | 528.3 | 7.0 | 42.1 | 53.0 | 26.7 | 689.2 | 7.6 | 42.0 | 53.3 | 26.2 | 777.0 | 7.9 | 42.1 | 53.8 | 26.0 | 963.2 | 8.5 | 42.9 | 55.1 | 25.9 |

The data set used for training corresponding to 2009 was passed through the patterns discovered in order to verify their representation, as in the previous case presented for the gearbox. In the most part of the cases, the association sample-pattern was correct with an acceptable value to belong to the Gaussian distribution region of $50 \%$ or better.

## 5. Detecting Anomalies Using the Reference Patterns of Normal Behavior

Once the different sets of reference patterns are found for the gearbox and the electrical generator of a wind turbine, they can be used to verify if new data not included in the training set corresponds or not to the normal behavior expected. In the case that the observed behavior does not correspond to the expected, an anomaly is detected, and this will be taken into account for diagnosis and maintenance re-scheduling. The detection of an anomaly in behavior must fulfill the following two properties:

1. The sample observed is outside the range of $95 \%$ probability of the neuron belonging to the closest assigned reference pattern.
2. The previous case is present in five consecutive samples. In terms of time, this corresponds to 50 min observing unexpected data. This will reduce the possibility of a false anomaly detection.

The next sub-sections will describe the application of the reference patterns discovered in Section 4 for detecting abnormal behavior, according to the criteria mentioned.

### 5.1. Detecting Anomalies Using the Reference Patterns of the Gearbox Normal Behavior of the Wind Turbine

The reference patterns obtained for the wind turbine gearbox and the criteria mentioned before were applied to a new data set different from the training set. This was applied over consecutive years from 2010 to 2014. The results obtained were the following:

- 214 cases of abnormal behavior were detected in 2010,
- 92 cases of abnormal behavior were detected in 2011,
- $\quad 90$ cases of abnormal behavior were detected in 2012,
- 129 cases of abnormal behavior were detected in 2013, and
- 46 cases of abnormal behavior were detected in 2014.

As an example, Figure 7 shows the results obtained when the data collected in 2010 were passed through the self-organized map and its patterns obtained for the year 2009. The information and interpretation of this figure is the same as that for Figure 5. Additionally, the anomalies detected are represented by green points. Higher points in green indicate a higher probability that the case observed is an abnormal behaviour.


Figure 7. Data collected in 2010 and passed through the 24 patterns discovered characterizing the behavior of the gearbox of the wind turbine in 2009: (a) The graph presents the neuron representing the sample; (b) the graph shows the probability that the sample belongs to the associated pattern. The anomalies detected are in green indicating a probability of being an anomaly.

In the upper graph of Figure 7 some gaps are observed, which usually correspond with abnormal behavior observed.

### 5.2. Detecting Anomalies Using the Reference Patterns of the Electrical Generator of the Wind Turbine

The reference patterns obtained for the wind turbine electrical generator were applied as such in the case described for the gearbox patterns obtaining the following results:

- 239 cases of abnormal behavior were detected in 2010,
- 326 cases of abnormal behavior were detected in 2011,
- 366 cases of abnormal behavior were detected in 2012,
- 335 cases of abnormal behavior were detected in 2013, and
- 105 cases of abnormal behavior were detected in 2014.

As an example, Figure 8 shows the results obtained when the data collected in 2010 were passed through the self-organized map along with its patterns obtained for the year 2009. The information and interpretation of this figure is the same as that for Figure 7.


Figure 8. Data collected in 2010 and passed through the 24 patterns discovered characterizing the behavior of the electrical generator of the wind turbine in 2009: (a) The graph presents the neuron representing the sample; (b) the graph shows the probability that the sample belongs to the associated pattern. The anomalies detected are in green indicating a probability of being an anomaly.

## 6. Anomaly Indicator Used for Monitoring the Components of the Wind Turbine

The information obtained in the anomaly detection process is very important in the short-term in order to evaluate the condition of the components in the wind turbine and to re-schedule its maintenance, whenever. This could contribute to the prevention of the progression of an anomaly, particularly when its consequences could produce a catastrophic fault. However, the information supplied in the anomaly detection is also interesting from a medium-term time evaluation of failure risk. The idea behind this is that in an important number of cases, the anomalies that are detected with respect to the normal expected behavior do not have any apparent consequences. The anomaly is detected and after some time it can disappear, even without taking any special action. Such cases correspond to times where the operation conditions are not the typical ones, but without apparent effects. However, when the component is working under non-common expected conditions, perhaps they are planting the seeds, for example, through unexpected high values of temperatures, which could instigate the occurrence of failure modes.

The information about the history of anomalies detected is used to propose an indicator of the behavior of the wind turbine components. Such an indicator is defined as described in the next lines, but some alternative formulations are also possible.

This indicator is called the "non-expected behavior per unit of time" (NEB). The unit of time selected in this paper was a week (1008 data in the cases analyzed), however other time windows could be used. The indicator NEB is defined as the number of data corresponding to non-expected behavior (anomalies) with respect to the number of data collected in the time window selected. Its range is $(0,1)$. It gives an idea about how often an abnormal behavior was detected with respect to both its value and its change over time. These aspects can help to decide if a closer monitoring of a component is needed, according to the information coming from the indicator NEB.

Figure 9 shows examples of NEB indicators for the components gearbox and electrical generator of a wind turbine during the years 2010 and 2011. During 2010, the gearbox shows an important deviation with respect to the normal behavior that is expected at the end of the period analyzed, where values near to 0.7 were reached. However, the electrical generator shows some periods of non-expected behavior, but the NEB indicator never overpassed the value of 0.4. During 2011, the gearbox was working as expected the most part of the year, but the values of the NEB indicator for the electrical generator increased with respect to the year 2010.


Figure 9. Non-expected behavior (NEB) indicators for the gearbox and the electrical generator in the years 2010 (a) and 2011 (b).

According to the profiles and values of the NEB indicators, valuable knowledge is available about the condition of the components and their possible risk of failure that can be used from the point of view of maintenance and asset management.

Some complementary information that is also useful is to observe the evolution of the NEB values that accumulated over the period of analysis. In particular, in this case, it is interesting to observe the slope and its changes for the NEB accumulated. This will give an idea about the acceleration of possible risk conditions of the components.

Figure 10 presents the accumulated NEB values between 2010 and 2014. Here, it is possible to observe an important slope change between 2010 and 2011, meaning an increase of non-expected working conditions. The change of the slope is slight over the rest of the years, except in 2014, where once again an increase occurs.


Figure 10. Accumulated NEB indicator for the gearbox between 2010 and 2014.
The Figure 11 presents the accumulated NEB values for both the gearbox and the electrical generator between 2010 and 2014. As the main conclusion drawn from this figure, the behaviour of the electrical generator is degrading in the period of analysis and its behavior is increasingly different each year. At this point, it is convenient to point out that the reference patterns of the electrical generator are based on the bearings temperatures and the slip rings, meaning that the map of typical temperatures is changing to higher values, thus producing an increasing fault condition risk, which is important to monitor very closely. These facts that are presented in Figure 11 through the NEB indicators were verified after a detailed analysis of the history of all these temperatures that are involved in the gearbox and the electrical generator. A particularly important increase in the temperature was detected in the electrical generator slip rings during the period of data available where for similar environmental conditions observed in the past and similar generation of power, the temperature was lower.


Figure 11. Accumulated NEB indicators for the gearbox and the electrical generator between 2010 and 2014.

## 7. Conclusions

This paper has described a method to evaluate the health condition of components of a wind turbine based on the continuous monitoring of its behavior through some indicators of anomaly detection. These indicators are based on reference patterns previously obtained from behaviors observed, were able to characterize the typical relationships between a set of variables that can alert about the possible occurrence of a failure mode in a wind turbine component.

A set of self-organizing maps were used to build reference patterns of behavior for working conditions that are considered as normal for the gearbox and the electrical generator of a particular wind turbine. Once the reference patterns were obtained, the probability functions of data that they represent were also defined. Both instruments, reference patterns, and their probability density functions of data that they represent, were used for checking new data coming from the gearbox and the electrical generator in order to determine if they correspond or not to the normal behavior expected. This method is used for anomaly detection and for the estimation of indicators called "non-expected behavior per unit of time" (NEB), developed for the gearbox and the electrical generator of a wind turbine as examples of their application. These indicators are very useful to support or not a re-scheduling of the maintenance planned, and as another important input in the whole process of taking decisions in the asset management of a wind farm. This was confirmed, for example, in the case of the NEB indicator applied to the electrical generator, because after reviewing the historical evolution of the temperature slip rings, a slow increase was observed within the analyzed years without any particular changes in the working conditions of the other components. In any case, as previously mentioned in the paper, the ideal scenario is to combine the NEB indicators with similar ones that were obtained through other methods. In general, the hybridization and integration of several methods of anomaly detection always make the detection of anomalies in industrial components more robust and reliable. Future work will extend the results obtained to a better and a more thorough knowledge of the relationships between the evolution of the NEB indicators and fault and survival analyses.

Author Contributions: Miguel A. Sanz-Bobi and Miguel A. Rodríguez-López conceived and designed the experiments; Miguel Sanz-Bobi proposed the algorithms; Miguel A. Sanz-Bobi and Angel Gil performed the experiments; Miguel A. Sanz-Bobi, Angel Gil and Miguel A. Rodríguez-López validated the results and methods; and Angel Gil wrote the paper.
Conflicts of Interest: The authors declare no conflicts of interest.

## References

1. Chan, D.; Mo, J. Life Cycle Reliability and Maintenance Analyses of Wind Turbines. Energy Procedia 2017, 110, 328-333. [CrossRef]
2. Cadini, F.; Agliardi, G.L.; Zio, E. A modeling and simulation framework for the reliability/availability assessment of a power transmission grid subject to cascading failures under extreme weather conditions. Appl. Energy 2017, 185, 267-279. [CrossRef]
3. Mo, H.; Li, Y.; Zio, E. A system-of-systems framework for the reliability analysis of distributed generation systems accounting for the impact of degraded communication networks. Appl. Energy 2016, 183, 805-822. [CrossRef]
4. Kumar, Y.; Ringenberg, J.; Shekara Depuru, S.; Devabhaktuni, V.; Woo Lee, J.; Nikolaidis, E.; Andersen, B.; Afjeh, A. Wind energy: Trends and enabling technologies. Renew. Sustain. Energy Rev. 2016, 53, 209-224. [CrossRef]
5. Kaldellis, J.; Zafirakis, D. The wind energy (r)evolution: A short review of a long history. Renew. Energy 2011, 36, 1887-1901. [CrossRef]
6. Sun, P.; Li, J.; Wang, C.; Lei, X. A generalized model for wind turbine anomaly identification based on SCADA data. Appl. Energy 2016, 168, 550-567. [CrossRef]
7. Joschko, P.; Widok, A.H.; Appel, S.; Greiner, S.; Albers, H.; Page, P. Modeling and simulation of offshore wind farm O\&M processes. Environ. Impact Assess. Rev. 2015, 168, 31-39.
8. Qian, P.; Ma, X.; Zhang, D. Estimating Health Condition of the Wind Turbine Drivetrain System. Energies 2017, 10, 1583. [CrossRef]
9. Tian, Z.; Jin, T.; Wu, B.; Ding, F. Condition based maintenance optimization for wind power generation systems under continuous monitoring. Renew. Energy 2011, 36, 1502-1509. [CrossRef]
10. Schlechtingen, M.; Santos, I.; Achiche, S. Wind turbine condition monitoring based on SCADA data using normal behavior models. Part 1: System description. Appl. Soft Comput. 2013, 13, 259-270. [CrossRef]
11. Schlechtingen, M.; Santos, I. Wind turbine condition monitoring based on SCADA data using normal behavior models. Part 2: Application Examples. Appl. Soft Comput. 2013, 14, 447-460. [CrossRef]
12. Kusiak, A.; Li, W. The prediction and diagnosis of wind turbine faults. Renew. Energy 2011, 36, 16-23. [CrossRef]
13. Liu, W.; Tang, B.; Han, J.; Lu, X.; Hu, N.; He, Z. The structure healthy condition monitoring and fault diagnosis methods in wind turbines: A review. Renew. Sustain. Energy Rev. 2015, 44, 466-472. [CrossRef]
14. Lind, P.G.; Vera-Tudela, L.; Wächter, M.; Kühn, M.; Peinke, J. Normal Behaviour Models for Wind Turbine Vibrations: Comparison of Neural Networks and a Stochastic Approach. Energies 2017, 10, 1944. [CrossRef]
15. Kahrobaee, S.; Asgarpoor, S. Risk-based Failure Mode and Effect Analysis for wind turbines (RB-FMEA). In Proceedings of the North American Power Symposium (NAPS), Boston, MA, USA, 4-6 August 2011. [CrossRef]
16. Martinez Luengo, M.; Kolios, A. Failure mode identification and end of life scenarios of offshore wind turbines: A Review. Energies 2015, 8, 8339-8354. [CrossRef]
17. Kohonen, T. Self-Organizing Maps, 3rd ed.; Springer: Berlin/Heidelberg, Germany, 2001; ISBN 978-3-540-67921-9.
18. Rodríguez-López, M.; López-González, L.M.; López-Ochoa, L.; Las-Heras-Casas, J. Development of indicators for the detection of equipment malfunctions and degradation estimation based on digital signals (alarms and events) from operation SCADA. Renew. Energy 2016, 99, 224-236. [CrossRef]
19. Brighenti, C.; Sanz-Bobi, M. Auto-regressive processes explained by self-organized maps: Application to the detection of abnormal behavior in industrial processes. IEEE Trans. Neural Netw. 2011, 221, 2078-2090. [CrossRef] [PubMed]
