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University Student Retention: Best Time and Data to Identify Undergraduate Students at Risk of Dropout

Student dropout is a major concern in studies investigating higher education retention strategies. However, studies investigating the optimal time to identify students who are at risk of withdrawal and the type of data to be used are scarce. Our study consists of a withdrawal prediction analysis based on classification trees using both sociodemographic and academic data from 935 first-year students at an engineering school in Spain. We build prediction models using information collected at three different moments throughout the first semester of the students’ first university year. Our results echo those of previous studies supporting the need for an early first-year intervention to prevent non-completion. In addition, academic performance data serve as a good predictor. Finally, academic monitoring throughout the first semester improves the prediction accuracy, challenging the demand for “as soon as possible” identification of students who are at risk of dropout.
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Introduction

Student withdrawal from higher education (HE) leads to reputational prejudices against educational institutions and, occasionally, consequent income losses (Berge & Huang, 2004). High withdrawal rates lead to the perception that institutions fail to provide adequate resources to help students with difficult academic situations (Cabrera, Bethencourt, Pérez, & Alfonso, 2006). Therefore, these rates erode universities’ brand image (Berge & Huang, 2004; Cabrera et al., 2006) to an extent that state education bodies consider these rates a prime criterion for HE evaluation (Thomas, 2011, 2012; Wimshurst, Wortley, Bates, & Allard, 2006).

The European HE context, i.e., our study context, is no exception, and student dropout has become a major challenge. The significance of this challenge varies across countries. Several national HE policies focus on attaining high completion and time-to-degree rates. In other policies, maintaining low dropout rates is a priority. Furthermore, the European Commission aims to improve the knowledge and skills demanded by the labour market and implement a more productive and socially equal environment (Vossensteyn et al., 2015).

Student dropout is caused by a complex set of factors and is context specific; thus, research efforts should focus on the measures implemented by both public and private
educational institutions to reduce dropout (Thomas, 2011; Thomas & Hovdhaugen, 2014). In contrast to studies investigating the causes of student dropout, although student retention poses a significant challenge for universities (Bernold, Spurlin, & Anson, 2007; Thomas, 2011, 2012), studies investigating the efficiency of retention strategies remain scarce (Brooman & Darwent, 2014; Thomas, 2011).

Previous studies confirm that the early identification of students at risk of dropping out is an effective strategy because it facilitates early intervention actions, such as tutoring, counselling and mentoring, all of which prevent student withdrawal (Bland, Taylor, Shollen, Weber-Main, & Mulcahy, 2009; Cabrera et al., 2006; Herzog, 2006; Larose et al., 2011; Lowis & Castley, 2008). By insisting on “early intervention,” scholars emphasise that action must be taken with first-year students (Thomas, 2012; Vinson et al. 2010; Wilson et al., 2016). Logically, the early identification of students at risk of dropping out should also occur during that year.

However, despite its relevance for institutional decision-making, the exact moment of identification has not been extensively studied. For earlier identification, institutions could use pre-university data, including both academic and sociodemographic data, and the time allowed for the intervention could be the entire first academic year. A later intervention could rely on the students’ university academic results, which could compel institutions to “wait and see” before intervening while also providing the institutions an opportunity to optimise their intervention resources and enhance the efficiency of their actions (McFarlane, 2016). Our study addresses the following research questions to help universities address this issue and to support universities in the design of intervention strategies: When is the best time and what are the best data to identify undergraduate students at risk of dropping out?

Our study fits within the field of Educational Data Mining (EDM), which is a relatively new research field aimed to build knowledge and establish methodologies based on massive amounts of data obtained from educational contexts (Baradwaj & Pal, 2012; Dekker, Pechenizkiy, & Vleeshouwers, 2009). EDM promotes advances in data-based decision-making in education, helping practitioners analyse and transform large amounts of data into rich, easily manageable and reliable knowledge (Lin, 2015). EDM-approached studies in HE have focused on decision situations, such as curriculum design and the prediction of student academic performance, including dropout, to enhance HE quality (Dekker et al., 2009; Lin, 2015; Quadri & Kalyankar, 2010).

Given our prediction-centred research goal and the amount of available data, we chose the classification trees technique over the other EDM methods, such as clustering, association analysis, Bayesian and neural networks, and logistic regression. Classification trees outperform other EDM predictive techniques in the context of dropout prediction. Classification trees allow the use of any type of data scale. This approach is simple to apply, and the results are easy to interpret as shown in previous dropout prediction studies (Baradwaj & Pal, 2012; Dekker et al., 2009; Lin, 2015; Quadri & Kalyankar, 2010; Ramaswami & Bhaskaran, 2010; Vandamme, Meskens, & Superby, 2007) and studies within the particular engineering education context (Mendez, Buskirk, Lohr, & Haag, 2008; Pal, 2012).

Spanish HE engineering was our study context. This is an interesting context for
two reasons. First, the demanding engineering curricula and the students’ lack of the required mathematical knowledge, problem-solving abilities and study and learning skills contribute to dropout (Bernold et al., 2007; Cole, High, & Weinland, 2013; Engelbrecht, Harding, & Du Preez, 2007; Fantz, Siller, & DeMiranda, 2011; Forsman, Van den Bogaard, Linder, & Fraser, 2015; Mendez et al., 2008; Raelin et al., 2014; Sancho-Vinuesa, Escudero-Viladoms, & Masía, 2013; Van den Bogaard, 2012). Second, the Spanish HE bodies recognise the urgent need to improve the dropout rates in the country with the goal of relieving the dramatic unemployment rates and redefining the economic model (Arce, Crespo & Míguez-Álvarez, 2015).

Causes of withdrawal and retention strategies

Previous studies have extensively explored and classified the causes of university withdrawal (Adam & Gaither, 2005; Cabrera et al., 2006; Herzog, 2006; Tinto, 2006; Vivian, 2005; Yasmin, 2013; Yorke & Thomas, 2003). Several authors refer to the following three general dimensions (Berge & Huang, 2004; Swail, 2004): students’ social causes, students’ cognitive causes, and education institutions’ causes. Other authors identify pre-entry scenario causes, including poor information leading to inappropriate university programme choice and a gap between the student’s expectations and the actual education experience or the pre-university academic preparation (Thomas, 2011). The following causes are associated with the students’ personalities: poor levels of self-efficacy, autonomous learning, or social integration (Brooman & Darwent, 2014). Finally, dropout may stem from the students’ social interactions as follows: academic performance, family traits, in-class behaviour, and social-life participation (Esteban-García et al., 2016; Tinto, 2006).

Previous studies have shown that educational institutions exert efforts to address dropout causes (Berge & Huang, 2004; Bernold et al., 2007; Thomas, 2012; Van den Bogaard, 2012; Yorke, 2016; Zepke & Leach, 2010). These studies have exposed the relationship between retention strategies undertaken by institutions and students’ academic success. However, “[i]t is (…) difficult to translate this knowledge into activities that impact on student persistence and success and institutional outcomes” (Thomas, 2012). Despite the lack of a more obvious practical benefit, these previous studies have provided a profound understanding of how retention strategies can address the causes of withdrawal.

Several retention strategies focus on social causes. These strategies aim to improve students’ sense of engagement and belonging to the institution, which is a very important part of their lives. When students feel that they are a part of the institution, retention rates and academic success improve (Thomas, 2012; Yorke, 2016; Zepke & Leach, 2010). Such strategies consist of preparing students for their academic experience, i.e., by providing better information regarding the programme’s content and having programme managers that are more involved in the recruitment process, and developing a culture of engagement and belonging within the institution (Thomas, 2011, 2012). Co-curricular interventions are also included in this group of strategies because these interventions intensify student involvement and preparation for university life (Wilson et al., 2016). These strategies often involve tutoring, advising and mentoring actions, all of which have a positive impact on first-year student withdrawal prevention (Bland et al.,
Other retention strategies aim to reduce students’ cognitive causes of dropout. These strategies focus on the first-year curriculum content and assessment design (Wilson et al., 2016) and collaborate to alleviate the social causes of dropout, supporting the hypothesis that academic performance traits most strongly determine student withdrawal (Esteban-García et al., 2016).

A third approach integrates the two previous groups of strategies into an “institutional” retention approach searching for a more consistent and accurate way of acting (Cabrera et al. 2006; Wilson et al., 2016). Examples of such strategies include integrated co-curricular and curricular design and effective recruiting actions.

When to take action

Several scholars demand a “holistic” approach to student retention because they believe that interventions focusing on individuals with a high withdrawal risk place the responsibility of change on the students (Esteban-García et al., 2016; Thomas, 2012; Tinto, 2006). The holistic perspective encourages institutions to undertake transformation (e.g., via the creation of a culture of integration, engagement, and retention) to benefit all students, including those identified as “not at risk”.

However, “[i]t is not always clear from the research whether the challenges of transition into higher education are common for all students, or just specific groups” (Thomas, 2011). In fact, numerous studies have empirically supported the target-oriented approach as a way to reduce university dropout (Brooman & Darwent, 2014; Bland et al., 2009; Cabrera et al., 2006; Larose et al., 2011; Sancho-Vinuesa et al, 2013). Furthermore, tutors do not always have the required time to work properly with many tutees (McFarlane, 2016), which could also support a targeted retention strategy.

Several sociological models help HE institutions predict student withdrawal to facilitate intervention and improve student academic performance (Lowis & Castley, 2008). Studies have shown that the sooner students at a higher risk are subject to retention actions, the more efficient the strategies are (Herzog, 2006; Lowis & Castley, 2008; Vivian, 2005). The first university year is widely recognised as critical for student transition in HE (Wilson et al., 2016). The question of when is the optimum moment in the first year to make such inferences and take other actions remains mainly unsolved despite certain evidence indicating that the “best” moment is between the first 6-7 weeks and the first long break (Thomas, 2012; Vinson et al. 2010; Wilson et al., 2016).

Several studies report a long and continuous “execution” period for retention strategies to be efficient (Brooman & Darwent, 2014; Lowis & Castley, 2008; Sancho-Vinuesa, 2013). This longer retention process combines individual academic follow-up in the form of assessed assignments and exams that occur throughout the specific course with other student-centred actions, such as tutoring. Giving students individual feedback on their performance improves not only their cognitive skills but also their engagement because they have had time and information to develop higher self-efficacy and more independent learning during their transition period. Students gain a sense of control over the programme content and feel more confident. These strategies prevent dropout and
increase academic success (Brooman & Darwent, 2014). This lengthier retention strategy should continue throughout the first semester of the first university year, and feedback and contact actions should address different aspects of the programme content (Brooman & Darwent, 2014).

Lengthier retention strategies can benefit from both academic and sociodemographic data. Most studies are based on students’ sociodemographic traits, but empirical evidence has also revealed that academic performance (including pre-entry academic results and, if applicable, entry grades) can be a sound basis for withdrawal prediction (Aina, 2013; Lin, 2015; Lowis & Castley, 2008; Stoessel, Ihme, Barbarino, Fisseler, & Stürmer, 2015).

Given the relevance of the debate regarding the best time and data for retention strategies, our research design aimed to evaluate the effectiveness of identifying students at a higher risk of dropout at different moments during the beginning of the first academic year applying different data. The purpose was to discover whether institutions can improve their withdrawal prevention strategies using time and type of data as key parameters.

Methods

To identify students at a risk of dropout, we adopted the classification trees technique. Classification trees build predictive models by selecting a set of explanatory variables, i.e., predictors, that best predict the observation types represented on the target variable values. The models include a tree consisting of nodes and a target variable distribution function assigned to each node. To form a tree, an iterative algorithm creates splits of observations in each node forming homogenous, exhaustive and mutually exclusive groups. This segmentation process choses the predictor that produces the most discriminative division. This process is accomplished by checking the impurity level, i.e., the probability that an observation from the sample belongs to one of the values identified in the target variable (Bacallao & Bacallao, 2010; Breiman, Friedman, Stone, & Olshen, 1984).

In our study, student dropout was the target variable, and the students’ sociodemographic and academic data were the predictors (variables containing the students’ data). We performed a three-model analysis. In the first model, we processed student data collected during the induction week (induction-week model); the second model was derived from data obtained during the first 6-7 academic weeks (first-6-7-weeks model); and the third model used data collected at the end of the first semester when the definite academic results were disclosed (end-first-semester model). We analysed 935 first-year students enrolled in the Electromechanical Engineering Degree programme of the Universidad Pontificia Comillas in Madrid. The data were collected over four academic years, i.e., 2010/2011 to 2013/2014. We used both sociodemographic and academic performance variables as predictors (see Appendix 1).

We used Classification and Regression Trees (CART) and Quick, Unbiased, Efficient, Statistical Tree (QUEST) algorithms to build the trees. These algorithms check the impurity level of each discriminative division based on entropy criteria. We followed the general rule of a minimum of 100 students to divide a node and a minimum of 50
students to create a node to limit the growth of the tree (Mercado, 2012).

Results

The induction-week model resulted in a one-level tree (three nodes). Of the 935 students in the original dataset, only 19.1% withdrew. However, 39.9% of the students with an “admission test grade” of 7.57 or less dropped out. Thus, “admission test grade” is a dropout predictor in the model as follows: a student scoring 7.57 or less has a 0.399 probability of dropping out during the first university year (compared with the probability of 0.191 in the total group). The tree’s predictive ability is measured by the rate of correct predictions (60.9%) as follows: the rate of students predicted as “risky” who withdrew and the estimated probability of the model to make incorrect predictions (0.325), i.e., to identify “risky” students who did not drop out and “not-risky” students who dropped out.

After the first 6-7 academic weeks, students complete several mid-term tests; thus, more academic performance data were available for our processing. We obtained a three-level tree (seven nodes) and two academic performance predictors. According to this model, the individuals most likely to drop out are those with an “admission test grade” of 6.57 or less (probability of 0.54 to drop out) and those with an “admission test grade” between 6.57 and 8.01 who did not pass their mid-term Chemistry test (probability of 0.391 to drop out). In this case, the model’s predictive ability is 70.9% of correctly predicted students, and the estimated probability of incorrect prediction is 0.297.

To build the end-first-semester model, we added the first official academic results (available at the end of the first semester) to the set of possible predictors. The resulting model was a four-level tree (eleven nodes) identifying students with the highest risk of dropout among those forming nodes 1, 5 and 9 (Figure 1).

---

1 The HE admission grade in Spain is the weighted average grade of the two final school years’ results and the score obtained on the official university admission exam. Academic grades range from 0 to a maximum of 10, and ‘5’ is the passing grade.
Compared with the two previous models, this model maintains the “admission test grade” variable as a dropout predictor in all three models as the first student discrimination variable (first split of each tree). The end-first-semester model also reveals that the Chemistry academic results are good predictors of student withdrawal. Finally, our third model enriches the previous model because it helps identify students who are at risk among those with an “admission test grade” above 8.01. Such students, who could have been classified as “not risky” by the first-6-7-weeks model, can be identified as “risky” if their results in the “passes the Calculus I course” and “passes either the Computing or Graphic Expression courses” predictors are considered.

All four predictors are academic performance variables. This model’s predictive ability is 76% (correct prediction) and 0.213 (estimated probability of incorrect prediction).
Our results reveal the relevance of academic performance variables in identifying undergraduate students who are at a risk of dropout. Although pre-university academic performance (admission test grade) is a discriminant predictor in all models’ first split (the unique discriminant in the induction-week model), delaying the moment to identify students who are at risk allowed us to incorporate new predictors. These new predictors helped detect students who are at risk who would have otherwise been ignored. Thus, we worked with additional data, which contributed to improving the predictive ability of our models. Our results suggest that first, institutions should consider their curricular courses performance data as dropout predictors and that second, institutions should consider a longer-term and continuous retention strategy versus a single-decision strategy implemented at the very beginning of the students’ university life.

Discussion

According to the study results, the first year is the appropriate time to identify students who are at a risk of dropout (Thomas, 2012; Vinson et al. 2010; Wilson et al., 2016), and the specific moment chosen for identification is a key issue in the general retention strategy. Institutions must achieve an equilibrium between the urgency and resources of their retention strategies. A very early identification of students who are at risk leaves room for numerous and more intensive interventions. However, as shown by our results, a slower pace in the measures taken prevents institutions from excluding certain students who are at risk from their interventions (Brooman & Darwent, 2014; Lowis & Castley, 2008; Sancho-Vinuesa, 2013). A slower pace also allows institutions to avoid increasing tutors’ workload and decreasing the quality of their work, both stemming from dealing with an excessive number of students (McFarlane, 2016). Our study does not measure the extent to which the moment of the identification contributes to dropout prevention. However, we hypothesise that the sooner the students who are at risk are identified, the more efficient retention strategies can be, which has been suggested by previous studies (Herzog, 2006; Lowis & Castley, 2008; Vivian, 2005).

Our findings also reveal that academic results are appropriate data for dropout prediction (Aina, 2013; Lin, 2015; Lowis & Castley, 2008; Stoessel et al., 2015). Academic results have been shown to be better dropout predictors than sociodemographic data (Esteban-Garcia et al., 2016). We provide evidence that accurate identification directed towards dropout prevention is based on students being academically assessed at the beginning of their university life. Institutions could consider their curricula content and assessment design tools to improve their formulation of withdrawal prevention strategies, which is consistent with the hypothesis that “[d]ata itself will not improve study success but enable targeted interventions” (Heublein et al., 2008 cited by Vossensteyn et al., 2015; Thomas, 2012).

The EDM approach used in this study confirms that large student databases are precious resources for decision-making in the search of HE quality (Dekker et al., 2009; Lin, 2015; Quadri & Kalyankar, 2010). The resulting classification trees in our study enable the decision maker to establish early warning systems to identify specific students who are at risk (Lin 2015) and refine these systems as student databases are updated. However, this methodological approach has the following two important limitations: first, when the dataset is relatively small, the results are inaccurate (Mercado, 2012), and
second, institutions must cope with extracting large amounts of data from very diverse sources and processing the data in logically designed datasets that merge all relevant information.

Our study adopted a student-centred action approach. Thus, the application of our models does not allow institutions to implement the retention strategies proposed by studies supporting a holistic approach (Esteban-García et al., 2016; Thomas, 2012; Tinto, 2006). Additionally, because our study was framed within the specific Spanish HE engineering context, without access to valuable data indicating the students’ engagement level, we do not propose a “one size fits all” prediction model. Nevertheless, customised to local study programmes, contexts and resources, our methodology could be replicated. Students could be asked whether they wish to know about their withdrawal risk level and receive intervention action and how much credibility they would give such an academic strategy. A negative response to any – or all – of these questions could limit the applicability of our model, and then, the issue would fall into the field of universities’ quality management, which could be a topic for further studies.

References


This is an Author’s Original Manuscript of an article published by Taylor & Francis in Innovations in Education and Teaching International on 09/08/2018, available online at [http://www.tandfonline.com/10.1080/14703297.2018.1502090](http://www.tandfonline.com/10.1080/14703297.2018.1502090)


### Appendix 1. Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Definition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gender</td>
<td>Students’ gender</td>
</tr>
<tr>
<td>InterItinerary</td>
<td>National versus international (study abroad) track</td>
</tr>
<tr>
<td>AccessUniv</td>
<td>Pre-university type of studies</td>
</tr>
<tr>
<td>SubAccessUniv</td>
<td>Track followed in Spanish national <em>Baccalauréat</em></td>
</tr>
<tr>
<td>WorkExpPrevYear</td>
<td>Worked during the prior year</td>
</tr>
<tr>
<td>MarkUnivAccess</td>
<td>Admission test grade</td>
</tr>
<tr>
<td>PassInterChemistry</td>
<td>Passes mid-term Chemistry test</td>
</tr>
<tr>
<td>PassInterPhysics</td>
<td>Passes mid-term Physics test</td>
</tr>
<tr>
<td>PassInterCalculusI</td>
<td>Passes mid-term Calculus I test</td>
</tr>
<tr>
<td>PassInterGE</td>
<td>Passes mid-term Graphic Expression test</td>
</tr>
<tr>
<td>PassInterIT</td>
<td>Passes mid-term Computing test</td>
</tr>
<tr>
<td>PasInterAlg_Geom</td>
<td>Passes mid-term Algebra and Geometry tests</td>
</tr>
<tr>
<td>PassChemistry</td>
<td>Passes Chemistry course</td>
</tr>
<tr>
<td>PassPhysics</td>
<td>Passes Physics course</td>
</tr>
<tr>
<td>PassCalculusI</td>
<td>Passes Calculus I course</td>
</tr>
<tr>
<td>PassIT</td>
<td>Passes Computing course</td>
</tr>
<tr>
<td>PasGE</td>
<td>Passes Graphic Expression course</td>
</tr>
<tr>
<td>PassIT_GE</td>
<td>Passes either Computing or Graphic Expression courses (depending on which was taken during the</td>
</tr>
</tbody>
</table>
Note 1: Several additional sociodemographic variables were considered but not included in the final analysis because the preliminary analysis showed no evidence of a sufficient association level. These variables were “parents’ educational background”, “high-school of origin”, and “state-owned versus private school of origin”.