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Abstract
The number of available factor analytic techniques has been increasing in the last decades.
However, the lack of clear guidelines and exhaustive comparison studies between the
techniques might hinder that these valuable methodological advances make their way to
applied research. The present paper evaluates the performance of confirmatory factor analysis
(CFA), CFA with sequential model modification using modification indices and the Saris
procedure, exploratory factor analysis (EFA) with different rotation procedures (Geomin,
target, and objectively refined target matrix), Bayesian structural equation modeling (BSEM),
and a new set of procedures that, after fitting an unrestrictive model (i.e., EFA, BSEM),
identify and retain only the relevant loadings to provide a parsimonious CFA solution
(ECFA, BCFA). By means of an exhaustive Monte Carlo simulation study and a real data
illustration, it is shown that CFA and BSEM are overly stiff and, consequently, do not
appropriately recover the structure of slightly misspecified models. EFA usually provides the
most accurate parameter estimates, although the rotation procedure choice is of major
importance, especially depending on whether the latent factors are correlated or not. Finally,
ECFA might be a sound option whenever an a priori structure cannot be hypothesized and the
latent factors are correlated. Moreover, it is shown that the pattern of the results of a factor
analytic technique can be somehow predicted based on its positioning in the confirmatory-
exploratory continuum. Applied recommendations are given for the selection of the most
appropriate technique under different representative scenarios by means of a detailed
flowchart.
Keywords: confirmatory factor analysis, exploratory factor analysis, Bayesian structural

equation modeling, cross-loadings, internal structure.
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Is Exploratory Factor Analysis Always to be Preferred? A Systematic Comparison of
Factor Analytic Techniques throughout the Confirmatory-Exploratory Continuum

Factor analysis is arguably the most used statistical tool to examine the internal
structure of scales and questionnaires in psychological and educational assessment. Not
surprisingly, factor analysis is still a topical issue after more than a century since its original
formulation. This is especially noticeable in the number of factor analytic techniques that
have been proposed in the last decades. Apart from the traditional exploratory factor analysis
(EFA) and confirmatory factor analysis (CFA), applied researchers can choose from a wide
range of recently available methods and variations such as different sequential model
modification procedures (e.g., Marcoulides et al., 1998; Saris et al., 2009), exploratory
structural equation modeling (ESEM; Asparouhov & Muthén, 2009) with different rotation
procedures (Browne, 2001) including, for example, the objectively refined matrix procedure
(RETAM; Lorenzo-Seva & Ferrando, 2020), Bayesian structural equation modeling (BSEM,;
Muthén & Asparouhov, 2012), Set-ESEM (Marsh et al., 2020), regularized structural
equation modeling (Jacobucci et al., 2016), and penalized likelihood structural equation
modeling (Huang et al., 2017), among others.

With all these options on the table, it might be difficult to decide which method is
most appropriate for a given dataset. To shed some light on the question, a few simulation
studies have been conducted to compare the performance of some factor analytic techniques
(Asparouhov & Muthén, 2009; Guo et al., 2019; Liang et al., 2020; Muthén & Asparouhov,
2012; Xiao et al., 2019; Whittaker, 2012). In general, these studies concluded that: (a) CFA is
usually overly restrictive and leads to poor model fit and biased parameter estimates
(particularly an overestimation of factor correlations), (b) EFA/ESEM often obtains
satisfactory model fit and provides more accurate parameter estimates, (¢) BSEM obtains

accurate parameter estimates as long as the priors are correctly specified, and (d) sequential



COMPARISON OF FACTOR ANALYTIC TECHNIQUES 4

model modifications usually perform poorly at recovering the generating internal structure.
Based on these findings, it might seem that the selection of the most appropriate technique is
an already answered question: EFA/ESEM would be the indisputable winner, perhaps
followed by BSEM only if the priors are correctly specified. This notion has made an
impression on applied researchers, and several scales that were already validated by means of
CFA have been reanalyzed using EFA/ESEM or BSEM, leading to solutions with better
model fit and substantially lower factor correlations (e.g., Arens & Morin, 2016; Fong & Ho,
2013; Garrido et al., 2020).

However, we can identify some questions that make the selection of the most
appropriate factor analysis technique still an open issue. First, all the aforementioned
simulation studies compared only a small number of techniques, such as sequential model
modifications in CFA (Whittaker, 2012), CFA and ESEM (Asparouhov & Muthén, 2009),
CFA and BSEM (Muthén & Asparouhov, 2012), ESEM and BSEM (Liang et al., 2020), or
CFA, ESEM, and BSEM (Guo et al., 2019; Xiao et al., 2019). Second, a limited set of
conditions was considered, including a fixed sample size (Xiao et al., 2019), number of
factors (Asparouhov & Muthén, 2009; Guo et al., 2019; Liang et al., 2020; Muthén &
Asparouhov, 2012; Whittaker, 2012), factor correlations (Guo et al., 2019; Liang et al., 2020;
Muthén & Asparouhov, 2012), or major loadings magnitude (Asparouhov & Muthén, 2009;
Guo et al., 2019; Liang et al., 2020; Muthén & Asparouhov, 2012; Xiao et al., 2019). The
number of items per factors was also fixed in all these studies. Third, the performance of the
techniques was evaluated almost exclusively based on model fit and parameter estimation
accuracy. However, the determinacy of factor score estimates has profound implications in
the definition of the latent constructs, that is, validity (Grice, 2001). In this vein, Booth and
Hughes (2014) observed that, despite the differences in model fit and parameter estimates

between CFA and EFA, both techniques showed very similar factor score estimates.
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Given all this, the present paper aims to fill these gaps by comparing the performance
of several factor analytic techniques under a unified set of conditions by means of a Monte
Carlo simulation study. Apart from several already existing techniques, a new procedure that
combines EFA (or BSEM) and CFA is here presented and evaluated. The ultimate goal of the
simulation study is to provide applied recommendations and guidelines to help researchers
choose the most appropriate technique as a function of the model and data characteristics.

The remainder of the paper is laid out as follows. First, a brief introduction of EFA,
CFA, and some middle-ground solutions between these approaches is presented. Second, a
procedure that systematically combines EFA (or BSEM) and CFA is introduced. Third, the
performance of the factor analytic techniques is evaluated by means of a simulation study.
Fourth, the techniques are illustrated using real data. Finally, a discussion is made including
applied guidelines and implications, as well as future research lines.

Exploratory Factor Analysis

EFA was developed in the first half of the 20" century, based on the work of
Spearman and Thurstone, thus being the first available factor analytic technique. This was for
a time the only alternative to explore the internal structure of scales and questionnaires. With
the emergence of the CFA in the 1970s (described below), which provided some theoretical
and technical advantages, EFA became more oriented towards the evaluation of new
instruments, while CFA gained popularity as a tool to examine the structure of instruments
that had already received support in the previous literature. Nonetheless, the recent
development of ESEM, which allows for the specification of EFA within structural equation
modeling, has rekindled the interest of both applied and methodological studies in EFA.

Arguably, the defining feature of EFA is that, as an unrestricted, data-driven
procedure, all loadings can obtain non-zero values. Thus, by estimating all possible cross-

loadings, this technique is not prone to model misspecifications (beyond dimensionality
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issues). This usually results in good model fit and accurate parameter estimates (Asparouhov
& Muthén, 2009; Marsh et al., 2014; Perry et al., 2015; Sorrel et al., 2021). These desirable
features, however, come at some costs. First, EFA suffers from rotational indeterminacy, that
is, there exist infinite factor loading matrices in EFA that are compatible with the observed
covariance matrix. To minimize the degree of arbitrariness, several rotation procedures have
been developed aiming to find a loading structure that facilitates interpretation among the
infinite possible options. Even though each rotation procedure minimizes a particular
function, often leading to substantially different rotated parameters (see Browne, 2001; Sass
& Schmitt, 2010; Schmitt & Sass, 2011), they usually seek a simple structure. Rotation
procedures are usually divided into orthogonal procedures (e.g., Varimax; Kaiser, 1958),
which force factors to be independent, and oblique procedures (e.g., Geomin; Yates, 1987,
Promin; Lorenzo-Seva, 1999; Oblimin; Clarkson & Jennrich, 1988), which allow factors to
be inter-correlated. Oblique rotation is usually preferred in psychological sciences due to the
inherently complex and interrelated nature of the latent constructs (Goretzko et al., 2021).
Furthermore, the great complexity of EFA models (i.e., the estimation of many parameters)
usually demand large sample sizes, as EFA shows estimation issues and unstable results with
small samples (N < 300; Liang et al., 2020; Marsh et al., 2020). This problem is not exclusive
for one estimation method (e.g., Liang et al., 2020; Ximenez, 2006), although maximum
likelihood can be more prone to it in the presence of weak factors and very small sample
sizes (N = 100; Briggs & MacCallum, 2003). Moreover, as any other data-driven method
would, EFA is also prone to capitalization on chance because the final rotated loading matrix
will inherently contain some degree of sampling error that does not reflect the actual
population model. The extent to which the amount of error might cause a disruption to the
substantial interpretation of the model will decrease with larger sample sizes, but the final

EFA solution should be always evaluated in terms of theoretical plausibility. In this vein, just
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as a meaningless parameter should not be included in a CFA just to improve model fit (as
discussed in the next section), an untenable cross-loading should not be retained in an EFA.
The blind acceptance of EFA solutions that are difficult to explain will inevitably lead to
models that are difficult to generalize. This issue is of special relevance from an applied
perspective because the satisfactory model fit often showed by EFA might tempt practitioners
to retain these models without further questioning.

The above description refers to EFA with a mechanical rotation procedure.
Mechanical rotation procedures (e.g., Varimax, Geomin) are purely data-driven procedures
and, thus, they do not require the researcher to prespecify the internal structure beyond
determining the number of factors. Contrary to these methods, target rotation incorporates
theoretical knowledge into EFA by means of a prespecified target matrix that reflects the
hypothesized internal structure. By allowing factors to correlate (oblique target rotation) or
not (orthogonal target rotation), this procedure will provide, among the infinite possible
loading matrices, the one that is closer to the target matrix. Thus, it is regarded as a middle-
ground solution between EFA and CFA (Browne, 2001; Marsh et al., 2014). Due to this
balance, EFA with target rotation has been considered as a sound option to enhance
interpretability and reduce the probability of capitalization on chance (Marsh et al., 2014).
However, it should be noted that, unlike mechanical procedures, target rotation is subject to
misspecification errors (Lorenzo-Seva & Ferrando, 2020). Although the consequences of
such errors are expected to be milder than those in a CFA model, model misspecification
might result in biased parameters.

Confirmatory Factor Analysis

CFA was developed in the 1970s as a restricted version of EFA with the purpose of

conducting factor analysis from a hypothesis-testing approach. Accordingly, CFA requires an

a priori specification of the internal structure of the questionnaire, which is then tested by
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fitting the model to the data. In practice, an independent clusters model CFA (ICM-CFA) is
often specified by freely estimating only one target loading (i.e., theoretically expected
loading) per item, while fixing to zero the remaining non-target loadings. This makes ICM-
CFA a purely hypothesis-driven approach that focuses on the substantial meaning and
interpretation of the model. However, due to the inherent complexity of most psychological
constructs, it has been argued that it is virtually impossible to create pure indicators that load
on a single factor (Asparouhov & Muthén, 2009; Booth & Hughes, 2014; Hopwood &
Donnellan, 2010; Marsh et al., 2014). Instead, small but non-negligible cross-loadings are
expected at the population level, which will cause CFA to fail in terms of poor model-data fit
and biased parameter estimation, particularly with an overestimation of factor correlations
(Asparouhov & Muthén, 2009; Xiao et al., 2019).

To mitigate these problems, researchers often make sequential model modifications to
the CFA by freeing parameters that are likely to be misspecified. The inspection of
modification indices (MI; Satorra, 1989; S6rbom, 1989) and expected parameter change
(EPC; Saris et al., 1987) serve for this matter. The MI associated to a fixed parameter
indicates the gain in model fit if the parameter were freely estimated, while the EPC is a
direct estimation of the expected value of such parameter if freed. Hence, an ICM-CFA can
become more flexible by introducing the cross-loadings with a large associated M1 or EPC in
the model. As a counterpart, the better model fit can come at the cost of capitalization on
chance. That is, these data-driven model modifications can be based on idiosyncratic
characteristics of a particular sample, thus being non-generalizable to subsequent samples
(Browne, 2001; MacCallum et al., 1992). This issue can be further aggravated if model
misspecifications are present in the original formulation of the ICM-CFA. The recommended
strategy to mitigate this problem is to make model modifications only if the sample size is

sufficiently large to provide stable results (usually over 1,000), the number of suggested



COMPARISON OF FACTOR ANALYTIC TECHNIQUES 9

modifications is not large and, most importantly, such modifications have a meaningful
interpretation according to theory. The relevance of these precautions is even higher as
simulation studies have reported a non-optimal performance of both M1 and EPC in
consistently identifying misspecified parameters (Whittaker, 2012; Yuan & Liu, 2021).
Lastly, even though the present paper focuses on scenarios with a single sample, it should be
emphasized that using two or more samples to cross-validate the structure found with one
particular sample using either EFA or CFA is always recommended as a complement to the
evaluation of the theoretical interpretability, especially to check whether unexpected findings
are generalizable or can be regarded as spurious (MacCallum et al., 1992).
Between Confirmatory and Exploratory: From Theory to Data

As stated above, the implementation of either a purely confirmatory or purely
exploratory model comes with a host of methodological and substantive challenges. To
mitigate them, several techniques have been recently developed with the aim of
complementing theoretical and empirical information. These new proposals can be regarded
as middle-ground solutions between the confirmatory and exploratory poles of the factor
analysis continuum.* Two traditional middle-ground solutions have been already mentioned:
(a) the use of M1 or EPC to make sequential modifications in CFA models, and (b) the
implementation of EFA with target rotation. There are, however, two methods related to these
solutions that are worth mentioning. First, Saris et al. (2009) developed a more
comprehensive sequential model modification procedure by considering the Ml, the statistical
power associated to the M, and the fully standardized EPC (Chou & Bentler, 1993) to decide

whether a parameter should be freed. Although the Saris procedure relies on the somehow

L1t has been repeatedly stated in the literature that the confirmatory and exploratory terms are not precise in the
sense that a CFA can be implemented in an exploratory fashion, while an EFA can be implemented in a more
confirmatory fashion (e.g., Browne, 2001). We agree that the terms restricted and unrestricted factor analysis
(Ferrando, 2021) are far more accurate, and the only reason why we stick to the conventional terminology is to
facilitate readability.



COMPARISON OF FACTOR ANALYTIC TECHNIQUES 10

arbitrary selection of cutoff values for each index, it is an exhaustive method that can
potentially mitigate the limitations associated to the sample size dependency of MI. However,
despite this promising feature, Whittaker (2012) found that the Saris procedure did not
consistently provide a more accurate identification of relevant misspecified parameters than
sole consideration of MI. Second, Lorenzo-Seva and Ferrando (2020) recently developed a
method to apply sequential modifications to a target matrix, so that the final EFA solution is
based on an objectively refined target matrix (RETAM). The RETAM procedure is closely
related to the iteration target rotation algorithm previously developed by Moore et al. (2015).
The main difference between both methods, and the reason why we focus here on RETAM, is
that the iteration target rotation algorithm is a purely exploratory procedure that is initiated by
using a standard analytic rotation method (which will be later modified in an iterative
manner), while RETAM requires researchers to specify a target matrix in advance, thus
providing the method a confirmatory basis (Lorenzo-Seva & Ferrando, 2020). Specifically, in
Step 1 of the RETAM procedure, an EFA using a partially specified target rotation is applied.
Note that the target matrix includes some zeros, which indicate that the researcher anticipates
that the item will not have a salient loading on the factor. The remaining entries of the target
matrix are unspecified (i.e., with no value), and thus the target rotation only minimizes the
sum of the squared rotated loadings corresponding to the zero positions. In step 2, the Promin
approach is applied to the target rotated matrix to refine it. Specifically, the target rotated
matrix is row-normalized, and a cutoff is computed for each column (i.e., m; + s; /4, where
m,, and s;, are the mean and standard deviation of the squared loadings in column k). The
loadings whose squared magnitude is lower than their corresponding cutoff will be the zeros
in the new target matrix. Steps 1 and 2 are repeated until the partially specified target matrix
does not change in two consecutive iterations. The authors call it objectively refined target

matrix since the refinement process is based solely on empirical information (without the
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involvement of human judgment). Lorenzo-Seva and Ferrando (2020) showed that the
RETAM procedure was able to correct misspecification errors in the target matrix and, thus,
provide more accurate parameter estimates. The performance of RETAM under different
conditions than those covered in their study (e.g., 20 items and 3 independent factors) is yet
to be evaluated.

Another recent technique that has gained considerable attention is BSEM. BSEM is a
middle-ground solution because the internal structure of the questionnaire needs to be
specified a priori (like in CFA), but no loading is fixed to zero (like in EFA). So far, BSEM
resembles EFA with target rotation. The difference between both methods is that in BSEM
the hypothesized model formulation is incorporated in the estimation by using prior
distributions for the factor loadings. Namely, informative priors (e.g., normal distributions
with small variance) are used for non-target loadings, while non-informative priors (e.g.,
uniform distributions or normal distributions with large variance) are used for major loadings
(Muthén & Asparouhov, 2012). Thus, BSEM gives researchers more flexibility when
incorporating prior knowledge into the model formulation. Motivated by these desirable
characteristics, BSEM has been already used in scale validation studies (e.g., Fong & Ho,
2013; Golay et al., 2013). Moreover, it has shown promising results in recent simulation
studies with continuous variables (Guo et al., 2019; Xiao et al., 2019; Wei et al., 2022) and
categorical variables (Liang et al., 2020), as well as bifactor models (Zhang et al., 2021).
Overall, these studies point out that BSEM might be a suitable option under small sample size
conditions, particularly when cross-loadings are not large. However, simulation results also
highlight that the specification of the priors has a great impact on BSEM results. For instance,
Xiao et al. (2019) found that BSEM with a correct prior specification clearly outperformed
EFA in parameter estimation accuracy, but this was not the case for BSEM with priors with

mean zero for cross-loadings. Guo et al. (2019) also obtained substantial differences in
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BSEM solutions depending on whether a prior with mean 0 or 0.1 was used for cross-
loadings. In practice, correctly specifying the priors is virtually impossible (MacCallum et al.,
2012; Xiao et al., 2019), and the implementation of sensitivity analyses to evaluate the
consistency of BSEM results under different prior specifications has been repeatedly
recommended (e.g., Liang et al., 2020; MacCallum et al., 2012; Muthén & Asparouhov,
2012; Xiao et al., 2019). Implementing such a sensitivity analysis might be a difficult task in
applied studies. Varying the variance of the priors seems easier than applying different means
to different loadings; however, it has been shown that the mean of the priors has a much
greater effect on the results compared to the variance of the priors (Liang et al., 2020; Xiao et
al., 2019; Wei et al., 2022). An additional difficulty for practitioners might be the evaluation
of model fit in BSEM analyses; until recently, the traditional goodness-of-fit indices that are
available for CFA and EFA could not be computed for Bayesian analyses (MacCallum et al.,
2012; Rindskopf, 2012). Finally, some authors have pointed out that, similarly to EFA, the
estimation of all cross-loadings in BSEM can lead to complex structures that, subsequently,
result in implausible and non-generalizable models (Rindskopf, 2012; Stromeyer et al.,
2015).
Between Confirmatory and Exploratory: From Data to Theory

All the procedures described above are based on a previously hypothesized simple
internal structure, but then allowed to achieve more complex patterns based on the empirical
data. That might be considered as a desirable feature, since it lets researchers testing their
specific theories, acknowledging the possibility of some deviations (i.e., cross-loadings). On
the other hand, relying on a hypothesized internal structure is always inherently associated to
a certain probability and magnitude of model misspecification (Yuan & Liu, 2021), which
can be a cause of concern. For instance, a moderate amount of misspecification errors in the

original model will increase the probability of making an early mistake in sequential



COMPARISON OF FACTOR ANALYTIC TECHNIQUES 13

modifications, disrupting subsequent ones (Yuan & Liu, 2021). In this case, the complex final
structure would be uninterpretable and unstable (MacCallum et al., 1992; Marsh et al., 2020).

Given the above, a “free-to-restricted” middle-ground solution that can achieve a
parsimony solution while being free of potential model misspecification is still to be
developed. Here, we propose a method that can fulfil these criteria. The procedure is
conceptually simple and, despite having been tangentially discussed in the literature (e.g.,
Bandalos & Finney, 2019; Schmitt et al., 2018), to the authors’ knowledge it has not been
implemented in applied studies nor systematically evaluated in simulation studies. The broad
rationale of the procedure consists in three steps: (a) fit an EFA model to the data using a
mechanical rotation procedure, (b) identify the relevant loadings from the rotated EFA
solution, and (c) fit a CFA model by fixing to zero the non-relevant loadings and freely
estimating the relevant loadings. This method is referred to as EFA-based CFA (ECFA).
Although the idea of introducing restrictions to unrestricted factor analysis is not new (e.g.,
Huang et al., 2017), we propose a new set of procedures to implement it in a systematic
fashion.

The first step of the ECFA is equivalent to a conventional EFA implementation and,
accordingly, researchers need to specify the extraction method and the rotation procedure
(see Goretzko et al., 2021, and Izquierdo et al., 2014, for accessible reviews about EFA uses
and recommendations). In the remainder of this paper, maximum likelihood estimation and
oblique Geomin rotation as implemented in Mplus version 8 (Muthén & Muthén, 2017) will
be assumed for the first step of the ECFA procedure. Please note that, in the codes provided
below, the ECFA method can be also implemented using the 1avaan package (Rosseel,
2012) from R software (R Core Team, 2021).

Secondly, in order to develop an empirical procedure to identify the relevant loadings,

an operative definition of relevant loadings in first required. Two definitions are here
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considered. The first one defines a relevant loading as a loading that is different from zero in
the population, that is, a statistically significant loading. The use of factor loading standard
errors to get information about the stability of the internal structure is not new, but has been
widely overlooked (Asparouhov & Muthén, 2009; Cudeck & O’Dell, 1994; Schmitt & Sass,
2011). The third step of the ECFA procedure would then consist in fitting a CFA in which the
statistically significant loadings from the EFA solution are freely estimated, while the non-
statistically significant loadings are fixed to 0. This variation, based on the p-value, will be
referred to as ECFA.

Despite the advantages of using standard errors to identify the relevant factor
loadings, the dependency on sample size might be an issue under some scenarios, such as
low-scale assessments. It this context, small cross-loadings might be non-significant despite
having a substantial impact on parameter estimation (Asparouhov & Muthén, 2009). This
issue is addressed by the second definition of relevant loading, which determines the
importance of the loadings based on their relative contribution to the variance of the item. We
propose the R-squared method, which is aligned with this definition. The R-squared method
is based on the work of de la Torre and Chiu (2016) on the empirical Q-matrix validation in
the cognitive diagnosis modeling framework. To understand the rationale of the method, let J
denote the number of items and K denote the number of factors. Note that there is a total of
2K possible configurations when determining what factors are being measured by an item.
Following the terminology used in cognitive diagnosis modeling, we will denote the binary
vector of factors being measured by an item as a g-vector. For instance, the g-vector of an
item measuring the second and third factors in a four-dimensional test (K = 4) would be q =
{0, 1, 1, 0}. Furthermore, let K™ denote the number of factors included in a g-vector and k™
denote the vector that identifies the position of such factors (K™ = 2 and k™ = {2, 3} in the

previous example). The pseudo-algorithm for the complete implementation of the ECFAR?
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(i.e., the ECFA using the R-squared method for relevant loading identification) procedure is

presented in the following:

1.

2.

Fit an EFA with a mechanical oblique rotation procedure (e.g., Geomin).
Extract the structure matrix S:

S = A®, (1)
where A is the (rotated) factor loading matrix and @ is the factor intercorrelation

matrix. Each entry in S (sj) corresponds to the correlation between item j and factor k.
Calculate the proportion of variance accounted for each item j by the factors included

in each g-vector m (R7,):

- T
R]?m = Sjpim q)k(}n)k(m) S g(m)- (2)
Note that Rj, = 7. for the g-vectors with K™ = 1, and R, = h} for the g-vector

with K™ = K, where h? is the communality of item j.
For each item j and g-vector m, define the proportion of variance accounted for

(PVAFjn) as

2

PVAF,,, = i’—;" 3)
For each item j, define a candidate q-vectéJr for each KM € {1, ..., K} as the one with
the highest Rﬁn among the g-vectors with the same K™. There will be K candidate g-
vectors per item, one for each K™,
For each item j, define the set of appropriate g-vectors as those candidate g-vectors
that fulfill PVAFjm > ¢, where ¢ is a prespecified cutoff point.
For each item j, define the suggested g-vector as the simplest g-vector (i.e., the one
with the lowest K™M) among the set of appropriate g-vectors.
Fit a CFA by freely estimating the relevant factor loadings (identified as 1 in the
suggested g-vectors) and fixing to zero the non-relevant factor loadings (identified as

0 in the suggested g-vectors).
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In summary, the R-squared method consists in: (a) fitting an EFA to the data, (b)
identifying which factors are relevant for each item (i.e., which combination of factors
explain a large proportion of the item’s variance), and (c) fitting a CFA to the data based on
the identified relevant loadings. Differently from the use of traditional cutoff values directly
applied to each individual loading (e.g., 4 > 0.3), the R-squared method applies a more
comprehensive approach by considering all the loadings of an item, in addition to factor
correlations, to determine its most appropriate g-vector. Table 1 illustrates the functioning of
the ECFAR2, showing the suggested g-vector for item j as a function of the factor correlation
(¢12), the cross-loading magnitude (4j1), and the major loading magnitude (4j2). It should be
noted that the choice of ¢ will have an important role in the final suggested g-vectors. Higher
values for ¢ will result in more complex models. In the extreme case of ¢ = 1, all suggested
g-vectors will be fully specified (i.e., {1}), resulting in a completely unrestricted model. On
the opposite, a low value for ¢ will result in simpler models, to the point where a very low ¢
will lead to an ICM-CFA formulation. Researchers can specify the value of ¢ either based on
their desired minimum proportion of variance accounted for the items by the factors or an
empirical criterion. Namely, the latter approach can be accomplished by following the one
used in penalized likelihood SEM (Huang et al., 2017; Huang, 2020), where different values
of ¢ can be employed to fit several CFA based on the different resulting model formulations,
and then the optimal model can be selected as a function of a model fit index. The Bayesian
information criterion (BIC; Schwarz, 1978) is here selected following Huang et al. (2017).

[Please insert Table 1 here]

Finally, note that either the p-value criterion or the R-squared method can be applied
to other factor analytic techniques apart from EFA. For instance, if a researcher wanted to
incorporate previous knowledge into the initial internal structure while achieving a

parsimonious final solution, these approaches could be easily incorporated to BSEM,
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resulting in the BSEM-based CFA (BCFA) procedure. In addition to ECFAp and ECFAR2, we
also explore the performance of BSEMp and BSEMR: in the present study.
The Present Investigation

Addressing the limitations of previous research focused on the comparison of several
factor analytic techniques, the present study provides a broad comparison framework
covering a larger set of methods, simulation conditions, and performance measures. Namely,
ICM-CFA, CFA with sequential model modifications using either MI (CFAm) or the Saris
procedure (CFAs), EFA with Geomin (EFAG) and target (EFAT) rotation, the RETAM
procedure, BSEM, ECFA,, ECFARr., BCFA,, and BCFARr2 will be systematically evaluated.
Furthermore, contrasting with previous simulation studies (with the only exception of
Lorenzo-Seva & Ferrando, 2020), in the present research the data were generated in a more
realistic way by introducing misfit in the population covariance matrix (Cudeck & Browne,
1992; Lai, 2019). The ultimate goal of the simulation study, which is complemented with a
real data illustration, is to serve as the basis for the development of applied recommendations
and guidelines.

To facilitate the formulation of specific research questions and hypotheses, Table 2
summarizes the main characteristics of the eleven factor analytic techniques to be compared
in the present study. The techniques have been ordered based on a confirmatory-exploratory
continuum as found in the simulation study (this is described in the Similarity of the Factor
Analytic Techniques subsection). First, regarding the initial specification of the internal
structure, hypothesis-driven techniques will facilitate the substantial interpretation of the final
solution, although at the potential cost of having model misspecifications. On the contrary,
data-driven procedures are aimed at finding an approximately simple structure by optimizing
a complexity function of factor loadings, which might increase the risk of lacking theoretical

interpretability. Second, factor analytic techniques with a restricted factor space will produce
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more parsimonious loading matrices, which might facilitate the understanding of the final
solution; however, if non-negligible cross-loadings have been incorrectly fixed to 0O, the
model will lack flexibility to accommodate such misspecification, leading to a worse model
fit and biased parameter estimates. On the other hand, unrestricted techniques will be able to
address this problem by giving non-zero values to small factor loadings; as a counterpart, the
resulting complex solutions might hinder the interpretability of the model. Third, the original
techniques (i.e., ICM-CFA, BSEM, EFAT, EFAG) can be distinguished from their variants
(i.e., CFAwmI, CFAs, BCFA,, BCFAR2, RETAM, ECFA,, ECFAR2), which apply
modifications to the structure obtained by their original technique. Following the
categorization of Lorenzo-Seva and Ferrando (2020), model modifications can be made by
only considering the inclusion of new parameters (make more complex), only considering the
removal of already-included parameters (make simpler), or both (complete refinement).
According to this categorization, the procedures that aim to make restrictive models more
complex (e.g., CFAmi, CFAs) are expected to be more dependent to the initial degree of
misspecification than the procedures that aim to simplify unrestricted models (e.g., ECFA).
The specific research questions and hypotheses to be explored in the present study are
enumerated in the following:

(Q1) How can the factor analytic techniques be grouped or categorized according to their
functioning across conditions when the model (i.e., initial internal structure) is
slightly misspecified? A broader understanding of the similarity between the
performance of the methods is expected to be achieved by comparing all the above-
mentioned techniques under a unified set of conditions. Namely, ICM-CFA is
expected to perform very differently (and objectively worse) compared to the other
procedures. EFAT is expected to be located between EFAg and BSEM in terms of

functioning. The variants of the original procedures (i.e., CFAwmi, CFAs, BCFA,,
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BCFARr2, RETAM, ECFA,, ECFAR>) are expected to behave more similarly between
each other compared to the original procedures (i.e., ICM-CFA, BSEM, EFAT,
EFAG).

(Q2) When the baseline model is theoretically constrained (i.e., ICM-CFA) but slightly
misspecified, does sequential model modification substantially improve the recovery
of the internal structure of a test? Previous studies have reached unclear conclusions
regarding the use of M, stating that they can be provide useful information but
should not be solely used for model modification (Whittaker, 2012). Considering a
slightly misspecified model, we expect CFAm and CFAs to provide a better
recovery of the internal structure compared to ICM-CFA.

(Q3) When the baseline model is unconstrained but theoretically guided (e.g., BSEM,
EFAT) and slightly misspecified, does adding model constraints (i.e., BCFA) or
refining the initial internal structure (i.e., RETAM) provide substantial advantages?
The RETAM procedure has been only evaluated in the original study by Lorenzo-
Seva and Ferrando (2020), while the BCFA techniques have not been previously
studied. BCFA procedures are expected to increase model stability by fixing to zero
the non-relevant factor loadings resulting from a BSEM, while retaining the relevant
cross-loadings. RETAM is expected to identify the non-zero cross-loadings, thus
providing more accurate parameter estimates compared to EFAT.

(Q4) When the baseline model is unconstrained and not guided by the theory (i.e., EFAG),
does adding model constraints (i.e., ECFA) provide substantial advantages? ECFA
procedures are expected to differentiate the negligible cross-loadings from the non-
zero cross-loadings based on the EFAG solutions, leading to a more accurate

parameter estimation.
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(Q5) Do the hypothesis-based techniques (i.e., by fixing, targeting, or setting priors for
expected zeros) substantially improve the performance of the theoretically blind
techniques (i.e., EFAg, ECFA) when the model is only slightly misspecified? The
overly restrictive structure of ICM-CFA is expected to be unable to accommodate
slightly misspecified models. The remaining hypothesis-driven techniques are
expected to perform similarly to the data-driven techniques under slightly
misspecified models, due to either their ability to identify relevant cross-loadings or
to be flexible enough to accommodate them.

(Q6) Is there a clear correspondence between parameter estimation accuracy, model fit
indicators, and determinacy of factor score estimates? This correspondence is not
expected. On the one hand, sequential model modifications are widely known for
improving model fit despite not always making the proper adjustments (MacCallum
et al., 1992). On the other hand, it has been shown that EFA and CFA can provide
similar factor score estimates despite showing very different factor loadings and
model fit (Booth & Hughes, 2014).

[Please insert Table 2 here]
Simulation Study
Design
A Monte-Carlo simulation study was conducted to evaluate the performance of eleven
factor analytic techniques by manipulating seven simulation factors: sample size (N = 300,
650, 1000), number of factors (K = 3, 5), number of indicators per factor? (JK = 4, 8), factor
correlations (FC =0, 0.5), magnitude of main loadings (ML = 0.5, 0.7), magnitude of cross-

loadings (CL = 0.15, 0.30), and number of cross-loadings per factor (CLK =1, 2). The levels

2 By number of indicators per factor, we refer to the number of items that have a major loading (i.e., with a
magnitude equal to ML) on each factor.
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for each simulation factor were selected in pursue of representativeness of applied settings,
reflecting a small/weak or large/strong condition. For instance, even though many scale
validation studies make use of large sample sizes (N > 1,000; e.g., Arens & Morin, 2016;
Wiesner & Schanding, 2013), more accessible smaller samples (N < 350) are also common
(e.g., Fong & Ho, 2013; Golay et al., 2013). In addition, many popular psychological scales
such as the NEO-FFI (Costa & McCrae, 1992), the Big Five Inventory (BFI; John et al.,
1991), or the Personality Inventory for DSM-5 (PID-5; Krueger et al., 2012) are designed to
measure around 3 and 5 factors with a number of items/facets per factor that usually varies
between 4 and 10 (e.g., Fong et al., 2015; Garrido et al., 2020). Moreover, substantive
loadings are often found to fall within a range from 0.5 to 0.8 (e.g., DiStefano et al., 2017;
Perry et al., 2013), while moderate to strong factor correlations up to 0.5 are commonly
encountered in personality or clinical scales (e.g., Booth & Hughes, 2014; Wiesner &
Schanding, 2013). Finally, even though the amount and magnitude of cross-loadings greatly
depends on the context of study, it is common in applied studies to obtain a few cross-
loadings with a magnitude up to 0.3 (e.g., Garrido et al., 2020; Toth-Kiraly, 2017).
Factor Analytic Techniques

Eleven factor analytic techniques were evaluated. All techniques were implemented
using maximum likelihood estimation with Mplus version 8 via the MplusAutomation
package (Hallquist & Wiley, 2018) of R software, with two exceptions. First, Markov chain
Monte Carlo (MCMC) estimation was used for implementing BSEM (Muthén &
Asparouhov, 2012; Muthén & Muthén, 2017). Second, the Saris procedure was implemented
with the 1avaan package because it provides all the information required for the Saris
procedure (i.e., MI, SEPC, and statistical power of MI), but Mplus does not. The argument

mimic="“Mplus” was used to ensure the maximum similarity with the other techniques. A
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brief description of each factor analytic technique implementation is provided in the

following:

Independent clusters model CFA (ICM-CFA): with major loadings freely estimated
and the remaining loadings (i.e., cross-loadings and zero-loadings) fixed to 0.

CFA with MI (CFAwm): after fitting the ICM-CFA, the loading with the highest
associated M, given that the MI was higher than 10.82 (p <0.001), was introduced in
the model. The process was iteratively repeated until no factor loading fulfilled that
criterion.

CFA with the Saris procedure (CFAs): after fitting the ICM-CFA, the loading with
the highest associated M1 (higher than 10.82) was introduced in the model if the
statistical power of the M1 was lower than 0.75 or the SEPC was higher than 0.10.
The process was iteratively repeated until no factor loading fulfilled the above
criteria. Note that, even though Saris et al. (2009) used an SEPC higher than 0.40 for
factor loadings in their study, they recognized that these cutoffs are arbitrary and can
be changed for different contexts. Given that cross-loadings with magnitudes lower
than 0.40 were generated in the present study, we used