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Resumen

En el ámbito empresarial actual, los consultores de venture capital, dedican una can-
tidad considerable de tiempo a la elaboración de informes de mercado. Esta tarea puede
ser muy tediosa y demandante. Bayesianx, una empresa matriz, cuenta con Researchx,
una empresa asociada que se especializa en la creación de estos informes para asesorar a
fondos de capital de riesgo. Researchx emplea técnicas avanzadas de análisis de datos e
inteligencia artificial para proporcionar información valiosa a sus clientes, ayudándoles a
tomar decisiones informadas y estratégicas.

La automatización de procesos empresariales mediante inteligencia artificial representa
un avance significativo en la optimización de recursos y en la mejora de la precisión y rapi-
dez en la generación de informes de mercado.

El objetivo principal de este Trabajo Fin de Máster es desarrollar un motor de autom-
atización tecnológica que utilice inteligencia artificial para automatizar en su totalidad los
procesos involucrados en la creación de estos informes de mercado. Esta automatización
permitirá reducir significativamente el tiempo necesario para elaborar los informes, lo que
no solo mejorará la eficiencia operativa, sino que también incrementará la ventaja com-
petitiva de nuestra empresa.

Palabras clave: inteligencia artificial, automatización de procesos empresariales, in-
formes de mercado, eficiencia operativa.
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Abstract

In today’s business environment, venture capital consultants spend a considerable
amount of time preparing market reports. This task can be very tedious and demanding.
Bayesianx, a parent company, has an associated company, Researchx, which specializes in
the creation of these reports to advise venture capital funds. Researchx employs advanced
data analysis techniques and artificial intelligence to provide valuable information to its
clients, helping them make informed and strategic decisions.

The automation of business processes through artificial intelligence represents a sig-
nificant advance in resource optimization and in improving the accuracy and speed of
market report generation.

The main objective of this Master’s Thesis is to develop a technological automation
engine that uses artificial intelligence to fully automate the processes involved in the cre-
ation of these market reports. This automation will significantly reduce the time required
to prepare the reports, which will not only improve operational e!ciency but also increase
the competitive advantage of our company.

Keywords: artificial intelligence, business process automation, market reports, oper-
ational e!ciency.
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Chapter 1

Introduction

1.1 Problem description and motivation

Currently, one of the main challenges faced by venture capital consultants is the con-
siderable amount of time they must invest in conducting market studies. This process,
crucial for making informed decisions, can be extremely labor-intensive and consume
valuable resources. In response to this problem, Bayesianx has emerged as an innova-
tive company dedicated to producing market reports in an automated manner, enabled
by artificial intelligence (AI). Bayesianx aims not only to accelerate the process of data
collection and analysis but also to improve the precision and depth of the insights obtained.

Artificial intelligence has gained significant prominence recently, primarily due to sub-
stantial advances in the field of deep learning. These advances, driven by factors such as
having increased data processing capabilities and the availability of large volumes of infor-
mation, have enabled the development of more sophisticated and e!cient algorithms. In
particular, generative AI and natural language processing (NLP) have shown considerable
potential in various applications, from content creation to understanding and generating
human language in an increasingly natural and precise manner.

This technological context has opened up a new window of business opportunities. Nu-
merous companies are exploring and leveraging these emerging technologies to automate
processes that previously required intensive human intervention. Automation through AI
is redefining industries by enabling the execution of complex tasks more quickly and at a
lower cost, leading to a significant increase in operational e!ciency. These improvements
not only reduce expenses and the time invested in key processes but also provide a com-
petitive advantage by allowing companies to focus on strategic and higher-value activities.

This study addresses the automation of business processes oriented towards market
analysis, market studies, and the preparation of market reports using artificial intelligence,
with the objective of reducing time and operational costs. By implementing these tech-
nologies, businesses can enhance their operational e!ciency, thereby gaining a competitive
edge. The specific processes to be automated will be detailed in chapter 3, providing a
clear and structured overview of the application areas and expected benefits.
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1.2 Objectives

• Main objective:

- Implement technologies/software that allow the automation of market report
creation, consequently reducing the time and resources needed to produce these
reports.

• Specific objectives:

- Implement automated collection engines to capture characteristics of products
and services associated with companies.

- Integrate and analyze detailed financial information (revenue, net profit, cash
flow, total assets, and shareholder’s equity, ...), building a database with more
than 200 financial variables from others and performing interpolation and pre-
diction models with XGBoost and algebra.

- Data processing through the development of an e!cient workflow, called chain-
ing.

- Generate automated reports e!ciently (text-to-slide), reducing the time and
resources needed for their production. Slides are automatically populated with
the information received from the processing.

1.3 Document structure

• Chapter 1: Introduction

This chapter provides the context of the project, describing the problem, objectives,
document structure, and the theoretical and methodological basis that underpin the
research.

• Chapter 2: Theoretical basis and state of the art

This chapter o"ers a comprehensive review of the existing literature, covering basic
concepts, recent advancements, and practical applications in artificial intelligence
and machine learning.

• Chapter 3: Design of the tool

Here, the design of the developed tool is detailed, including its architecture, main
components, and how various technologies are integrated.

• Chapter 4: Results and discussion

This chapter presents the results obtained after implementing the tool, followed by
a discussion on their relevance, implications, and comparison with the state of the
art.
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• Chapter 5: Future work and conclusions

The final chapter reflects on the work done, summarizing the conclusions reached
and proposing possible future research directions to continue and expand the project.

1.4 Bayesianx and Researchx

Bayesianx is an innovative company specializing in the automation of business pro-
cesses through artificial intelligence (AI). Their mission is to transform operational ef-
ficiency and deliver significant value across various industries. Combining management
consulting, machine learning engineering, and data architecture, Bayesianx develops so-
lutions to optimize workflows and service models.

Researchx, an associated company, acts as an on-demand research and analytics
back-o!ce, supporting private equity and corporate clients with actionable market intel-
ligence for strategic decision-making.

My role in the company

As an AI Engineer at Bayesianx, my work involves implementing advanced technolo-
gies such as deep learning and natural language processing (NLP). These technologies,
enabled by increased data processing capabilities and large data volumes, help automate
complex tasks, reduce costs and time, and allow the company to focus on higher-value
strategic activities.

For more information, visit: Bayesianx.
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Chapter 2

Theoretical basis and state of the art

2.1 Introduction to artificial intelligence and machine

learning

The project is situated within the field of Natural Language Processing (NLP), a
branch of Artificial Intelligence (AI) that specializes in the processing of unstructured
text data. While a comprehensive review of AI fundamentals has been conducted, the
primary focus consistently remains on NLP and deep learning, particularly the emergence
and development of large language models (LLMs).

2.1.1 Definitions and basic concepts
Artificial Intelligence (AI) is the branch of computer science dedicated to creating sys-

tems capable of performing tasks that typically require human intelligence. These tasks
include learning, reasoning, problem-solving, perception, and language understanding. AI
aims to replicate or simulate human cognitive functions, enabling machines to perform
complex functions autonomously.

Figure 2.1: Overview of areas of artificial intelligence. Adapted from reference [44].
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This branch of computer science encompasses various areas, as shown in Figure 2.1.
Below, we will focus on some of the most important areas, from which generative AI will
emerge. First, we provide a general description of these areas. Finally, we will delve
into generative AI, which is the primary technology we use for this project. These areas
are divided into three main categories (Machine Learning, Deep Learning, and Natural
Language Processing). Generative AI and the large language models (LLMs) subfield1

emerge as an intersection of these categories.

Machine Learning (ML) is a subset of AI that focuses on developing systems that
can learn from and make decisions based on data. ML algorithms build models from
sample data, known as training data, to make predictions or decisions without being
explicitly programmed to perform the task. We will explain some of the most important
areas below:

• Supervised Learning: in supervised learning, the model is trained on a labeled
dataset, meaning each training example is paired with an output label. The model
learns a mapping from inputs to outputs, which can be used to predict the labels
of new, unseen data. Common applications of supervised learning include classifi-
cation and regression tasks. Classification involves predicting discrete labels, such
as identifying spam emails, while regression involves predicting continuous values,
such as forecasting stock prices. [11].

• Unsupervised Learning: in unsupervised learning, the model is trained on data
that has no labels. The objective is to identify hidden patterns or intrinsic structures
in the input data. Techniques include clustering and association. Clustering algo-
rithms, such as K-means and hierarchical clustering, group data points with similar
characteristics, which is useful in customer segmentation and image compression.
Association algorithms, such as the Apriori algorithm, find rules that describe large
portions of the data, often used in market basket analysis. [27].

• Reinforcement Learning: reinforcement learning (RL) is a type of machine learn-
ing where an agent learns to make decisions by performing actions in an environ-
ment to maximize cumulative reward. The agent learns from the consequences of
its actions rather than from being told what to do by a teacher. This approach
is particularly e"ective in scenarios where the optimal solution is not immediately
apparent, such as in game playing, robotics, and autonomous driving. [37].

• Deep Learning (DL) is also a subset of machine learning that uses neural networks
with many layers (hence "deep") to model complex patterns in data. It has revolu-
tionized fields such as computer vision and natural language processing (NLP). For
example, deep learning models like convolutional neural networks (CNNs) excel at
image recognition tasks, while recurrent neural networks (RNNs) and transformers
are highly e"ective for sequential data such as text. One of the most significant
di"erences between machine learning and deep learning is that while machine learn-
ing requires more human intervention to select and design relevant features, deep
learning has less need for feature engineering, as it can learn representations directly
from raw data.

1https://explodingtopics.com/blog/llms-vs-generative-ai
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Natural Language Processing (NLP) is a subfield of AI and computational lin-
guistics that focuses on the interaction between computers and humans through natural
language. The goal of NLP is to enable computers to understand, interpret, and generate
human language in a way that is both meaningful and useful. NLP encompasses a range
of tasks, each with specific applications and techniques, including:

• Text Classification: Text classification involves assigning predefined categories to
text data. This is a fundamental task in NLP with applications such as spam detec-
tion in emails, sentiment analysis in social media, and topic labeling in news articles.
Traditional approaches to text classification include methods like Naive Bayes and
Support Vector Machines (SVM). However, more advanced techniques, such as deep
learning models using recurrent neural networks (RNNs) and transformers, have sig-
nificantly improved performance. These models can capture complex patterns and
dependencies in text, making them highly e"ective for classification tasks. [33].

• Named Entity Recognition (NER): NER is the process of identifying and clas-
sifying entities within a text into predefined categories, such as names of people,
organizations, locations, dates, and more. This task is essential for information
extraction, enabling applications like search engines, recommendation systems, and
automated customer service to function more e"ectively. NER systems typically use
a combination of rule-based approaches and machine learning techniques to achieve
high accuracy. [41].

• Machine Translation: Machine translation involves automatically converting text
from one language to another. Early approaches relied heavily on rule-based sys-
tems, which were limited in their ability to handle the complexities of human lan-
guage. Modern systems, however, use statistical machine translation (SMT) and
neural machine translation (NMT). NMT models, particularly those based on the
Transformer architecture, such as Google’s Transformer, have revolutionized the
field by providing more accurate and fluent translations. [31].

• Speech Recognition: Speech recognition technology converts spoken language
into text. This technology is used in various applications, including virtual assistants
(e.g., Siri, Alexa), transcription services, and hands-free control systems. Deep
learning models, especially convolutional neural networks (CNNs) and recurrent
neural networks (RNNs), have significantly enhanced the accuracy and robustness
of speech recognition systems. These models can e"ectively handle the variability
and nuances of human speech. [17].

• Question Answering: Question answering systems aim to automatically answer
questions posed by humans in natural language. These systems are integral to the
functionality of chatbots, virtual assistants, and customer support platforms. Ad-
vanced models such as BERT (Bidirectional Encoder Representations from Trans-
formers) and GPT (Generative Pre-trained Transformer) have achieved state-of-
the-art performance in this area. They can understand and generate contextually
relevant responses, making interactions more natural and e!cient. [21].

• Text Generation: Text generation involves creating coherent and contextually
relevant text based on a given input. This task has applications in content creation,
text summarization, and dialogue generation. Generative models like GPT-3 have

Business processes automation with artificial intelligence
Tomás Alcántara Carrasco

7



demonstrated remarkable capabilities in producing human-like text across various
domains. These models can generate news articles, creative writing, and even code
snippets, showcasing the versatility of NLP technologies. [12].

Generative AI involves models that can generate new data samples similar to the
training data. This includes techniques such as Generative Adversarial Networks (GANs)
and variational autoencoders. These models have applications in creating realistic images,
videos, and even synthetic data for training other AI models.

Generative text AI and Large Language Models (LLMs) arise from the intersection of
Natural Language Processing (NLP) and Deep Learning. Generative text AI leverages
NLP techniques to understand and generate text, while utilizing deep learning through
the use of deep neural networks to learn and generate complex text data. Generative AI,
in a broader sense, uses deep learning to generate complex data, including images and
audio.

Figure 2.2: Emergence of LLMs as an intersection between NLP and DL. Adapted from reference [25].

Within the realm of Generative text AI, LLMs, like GPT, represent a specific appli-
cation focused on language-related tasks, such as translation, summarization, and text
generation. These models employ deep learning architectures, such as transformers, to
process vast amounts of textual data and learn complex patterns. LLMs are pre-trained
on extensive corpora of text data to understand the nuances of human language, enabling
them to generate coherent and contextually relevant text [12,22].

It is important to emphasise that, while Generative AI encompasses a broad range
of data generation capabilities, including text, images, and audio, LLMs are specifically
designed for language-related tasks. They combine NLP and deep learning techniques to
manage and interpret large datasets of textual information, showcasing advanced capa-
bilities in text generation and understanding.

Finally to stress the di"erence between GPT and ChatGPT. GPT (Generative Pre-
trained Transformer) is a general-purpose large language model pre-trained on a vast
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corpus of text [12]. ChatGPT, on the other hand, is a fine-tuned version of GPT, specif-
ically adapted for conversational contexts. This fine-tuning process is known as transfer
learning.

Transfer learning involves taking a pre-trained model and adapting it to a specific
task by training it further on a smaller, task-specific dataset. This approach leverages the
general knowledge learned during the initial pre-training phase and refines it to improve
performance on specialized tasks [45]. In the case of ChatGPT, transfer learning allows
the model to generate more coherent and relevant responses in a conversational setting
by fine-tuning GPT on dialogue-specific data.

Finally, the final and more specific Venn diagram with the last mentioned is attached
in figure 2.3.

Text Generation Deep Learning

LLMs

Chat GPT

Gen. text AI

Figure 2.3: Diagram illustrating the relationship between Text Generation, Deep Learning, Generative
AI, LLMs, and ChatGPT.

2.1.2 History and evolution

The origins of AI can be traced back to ancient times, with myths and legends about
automatons and artificial beings created by gods. Philosophers and inventors throughout
history have pondered the idea of creating machines that could mimic human intelligence.
However, the formal development of AI as a scientific discipline began in the mid-20th
century.

In the 1940s and 1950s, the groundwork for AI was laid with the development of digital
computers, which were capable of performing calculations much faster than human beings.
During this period, Alan Turing, a British mathematician and logician, made significant
contributions to the field of computer science. In his seminal 1950 paper "Computing
Machinery and Intelligence", Turing proposed the idea of a machine that could think and
introduced the famous "Turing Test" as a criterion for machine intelligence. The Turing
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Test involves a human evaluator who interacts with both a machine and a human without
knowing which is which. If the evaluator cannot reliably distinguish the machine from
the human based on their responses, the machine is said to have demonstrated intelligent
behavior [49].

The term "artificial intelligence" was coined in 1956 during the Dartmouth Conference,
organized by John McCarthy, Marvin Minsky, Nathaniel Rochester, and Claude Shannon.
This conference is considered the o!cial birth of AI as a field of study. The attendees
of the conference proposed that "every aspect of learning or any other feature of intelli-
gence can in principle be so precisely described that a machine can be made to simulate
it". This ambitious statement set the stage for future research and development in AI [34].

Following the Dartmouth Conference, the field of AI experienced rapid growth. Re-
searchers developed early AI programs such as the Logic Theorist, which was designed
to mimic the problem-solving skills of a human, and the General Problem Solver, which
aimed to solve a wide range of problems using heuristic search techniques. During this
period, the concept of artificial neural networks also emerged, with Frank Rosenblatt’s
development of the perceptron in 1958. The perceptron was an early attempt to create a
machine that could learn from experience in a manner analogous to human learning.

Despite these early successes, AI research faced several challenges in the subsequent
decades. The limitations of early neural networks, coupled with a lack of computational
power and data, led to periods of reduced funding and interest, often referred to as "AI
winters." However, advances in computer hardware, particularly the development of pow-
erful graphics processing units (GPUs), and new algorithms revitalized the field in the
late 20th and early 21st centuries.

In recent years, AI has advanced rapidly, particularly in the field of natural language
processing. One of the most notable developments is the creation of Large Language
Models (LLMs) like OpenAI’s GPT (Generative Pre-trained Transformer) series. The
latest iteration, GPT-3, and its fine-tuned counterpart, ChatGPT, have demonstrated un-
precedented capabilities in understanding and generating human-like text. This progress
is largely due to significant improvements in computational power, the availability of
massive datasets for training, and advancements in deep learning architectures, such as
transformers [22].

ChatGPT, in particular, represents a breakthrough in conversational AI. By leverag-
ing transfer learning, where a pre-trained model is fine-tuned on a smaller, task-specific
dataset, ChatGPT can generate coherent and contextually relevant responses in real-time
conversations. This ability has made it a valuable tool in various applications, from cus-
tomer service to personal assistants and beyond [12,43].

The advancements in AI over the past few years highlight the transformative potential
of combining powerful algorithms, extensive training data, and sophisticated hardware.
As AI continues to evolve, it holds the promise of further enhancing human capabilities
and revolutionizing industries across the globe [45].
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Time
1950 1956 1958 1980s 2000s 2010s 2012 2020 2022

Turing Test Dartmouth Perceptron ML DL GANs & LLMs AlexNet GPT-3 ChatGPT

Timeline of key events in AI history

Figure 2.4: Timeline of key events in the history of AI.

Generative AI has also shown remarkable progress over the past few years, particularly
in the quality and realism of images it can produce. MidJourney, an AI-based image
generation platform, is a prime example of this evolution. Comparing images generated
by MidJourney a few years ago with those generated recently highlights the advancements
in generative AI technologies.

Figure 2.5: Comparison of images generated by MidJourney in April 2022 (up) and in April 2023 (down).
Adapted from reference 2

These images illustrate the significant improvements in texture, detail, and overall
realism, showcasing the potential of generative AI to create high-quality visual content.

Below are some examples of pictures of the current Midjourney model with its prompts.

2https://hipertextual.com/2023/04/asi-avanzado-inteligencia-artificial-generadora-i
magenes-primer-ano-vida
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Prompt

“A realistic photograph of a Dutch classroom with 4-year-old children playing with
blocks. At the front of the class, there’s a girl with brown hair, brown eyes, light
skin, and a black t-shirt. The scene should be colorful with beautiful lighting, and
the classroom should not look too crowded. The children are wearing di"erent
clothes, but the focus is not on them; instead, it’s on capturing the natural, lively
atmosphere of the classroom as they play with blocks.”

Figure 2.6: First example of an image of the Midjourney model. Adapted from reference 3

Prompt

“Sci-fi surrealism pancakes paper cutout, Alice in Wonderland themed, cutout using
pancakes instead of paper.”

Figure 2.7: Second example of an image of the Midjourney model. Adapted from reference 4

3https://www.midjourney.com/jobs/2028d4f1-5bb0-430c-b148-41367b7aef59?index=0
4https://www.midjourney.com/jobs/73968b5f-d735-4631-85a2-8e992330cc02?index=0
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2.2 Advances in deep learning and generative AI

2.2.1 Deep neural networks

Deep Neural Networks (DNNs) are a class of machine learning models composed
of multiple layers of neurons, each layer transforming the input data in increasingly com-
plex ways. These networks are designed to automatically learn features and patterns from
large amounts of data, making them exceptionally powerful for tasks such as image and
speech recognition, natural language processing, and more.

Structure and functioning

A typical deep neural network consists of an input layer, multiple hidden layers, and
an output layer. Each layer contains nodes (or neurons) that are connected by edges with
associated weights. The primary operations within a neural network include:

• Weighted sums: each neuron calculates a weighted sum of its inputs.

z =
n∑

i=1

wixi + b (2.1)

where z is the weighted sum, wi are the weights, xi are the input values, and b is
the bias term.

• Activation functions: the weighted sum is passed through an activation function
(such as ReLU, sigmoid, or tanh) to introduce non-linearity into the model, enabling
it to learn more complex patterns.

– ReLU (Rectified Linear Unit): f(z) = max(0, z)

– Sigmoid: f(z) = 1
1+e→z

– Tanh: f(z) = tanh(z)

• Backpropagation: the network adjusts its weights based on the error of its predic-
tions through a process called backpropagation, which involves computing gradients
of the loss function with respect to each weight.

ϖL

ϖW
=

ϖL

ϖa
· ϖa
ϖz

· ϖz

ϖW
(2.2)

where L is the loss function, W are the weights, a is the activation, and z is the
weighted sum.

The weights are then updated in the opposite direction of the gradient:

Wnew = Wold → ϑ
ϖL

ϖW
(2.3)

where Wnew are the updated weights, Wold are the current weights, ϑ is the learning
rate, and ωL

ωW is the gradient of the loss function with respect to the weights.
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Types of deep neural networks

These are the main types of deep neural networks tailored for di"erent types of data and
tasks:

• Convolutional Neural Networks (CNNs): designed for processing grid-like
data such as images. CNNs use convolutional layers to automatically and adap-
tively learn spatial hierarchies of features. To see how they work it is recommended
to visit this website, which provides you with interactive plots.

CNN

{
2D version: Interactive plot for 2D CNN.
3D version: Interactive plot for 3D CNN

Figure 2.8: Architecture of a CNN. Adapted from reference 5

• Recurrent Neural Networks (RNNs): ideal for sequential data, such as time
series or text. RNNs have connections that form directed cycles, allowing them
to maintain a state that can capture information about previous elements in the
sequence.

Figure 2.9: Architecture of a RNN. Adapted from reference 6

• Autoencoders: used for tasks such as dimensionality reduction and feature learn-
ing. They learn to encode the input data into a lower-dimensional representation
and then decode it back to the original form.

5https://www.linkedin.com/pulse/what-convolutional-neural-network-cnn-deep-learnin
g-nafiz-shahriar/

6https://www.v7labs.com/blog/recurrent-neural-networks-guide
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Figure 2.10: Architecture of an Autoencoder. Adapted from reference 7

• Generative Adversarial Networks (GANs): consist of two networks (a gener-
ator and a discriminator) that compete against each other to create realistic data
samples. GANs are widely used for generating images, videos, and other types of
data.

Figure 2.11: Architecture of a GAN. Adapted from reference 8

Applications of deep neural networks

Deep neural networks have been successfully applied in various domains due to their
ability to model complex relationships in data. Some of the key applications include:

• Computer vision: DNNs, especially Convolutional Neural Networks (CNNs), have
achieved state-of-the-art performance in tasks such as image classification, object
detection, and image segmentation. Applications include facial recognition, au-
tonomous driving, and medical image analysis [3].

• Speech recognition: DNNs have significantly improved the accuracy of speech
recognition systems. These systems convert spoken language into text and are used
in virtual assistants (e.g., Siri, Alexa), transcription services, and voice-controlled
applications [17].

7https://towardsdatascience.com/autoencoders-bits-and-bytes-of-deep-learning-eaba3
76f23ad

8https://sthalles.github.io/intro-to-gans/
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• Natural Language Processing: Recurrent Neural Networks (RNNs) and
transformers are types of DNNs used extensively in NLP tasks such as lan-
guage translation, sentiment analysis, and text generation. Models like BERT
and GPT-3 have set new benchmarks in language understanding and genera-
tion [14,22]. It is within this framework that we will move.

• Healthcare: DNNs are used for predictive analytics, diagnosis, and personal-
ized treatment recommendations. For example, they can analyze electronic health
records to predict disease outbreaks or patient outcomes [13].

• Finance: in finance, DNNs are applied in algorithmic trading, credit scoring, fraud
detection, and risk management. They analyze vast amounts of financial data to
identify patterns and make predictions [19].

• Gaming and Reinforcement Learning: DNNs are used in reinforcement learn-
ing to create agents that can learn to play games at a superhuman level. Notable
examples include AlphaGo and AlphaStar, which have defeated human champions
in Go and StarCraft II, respectively [16,20].

Key models and algorithms

Some of the key models and algorithms in the realm of deep neural networks include:

• AlexNet: pioneered the use of deep convolutional networks for image classification,
demonstrating the potential of deep learning on large-scale datasets.

• VGGNet: showcased the importance of network depth by using very deep networks
with small convolutional filters.

• ResNet: introduced residual connections to solve the problem of vanishing gradi-
ents, allowing for the training of even deeper networks.

• Transformers: transformers have revolutionized natural language processing
by employing self-attention mechanisms to e"ectively handle long-range de-
pendencies in text data. Unlike traditional recurrent neural networks (RNNs),
transformers process all elements of the input sequence simultaneously, allow-
ing for greater parallelization and e!ciency. The self-attention mechanism
enables the model to weigh the importance of di"erent words in a sentence,
regardless of their position, leading to improved performance in tasks such as
machine translation, text summarization, and language modeling. This archi-
tecture has been fundamental, for example, in GPT, BERT, T5 and XLNet
models.

2.2.2 Generative text AI and LLMs
Generative models in NLP have progressed significantly, thanks to the advent of ad-

vanced architectures like transformers, as mentioned in 2.2.1. Below are some of the most
influential generative models:
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GPT-4, developed by OpenAI, is one of the most advanced language models to date.
It uses the transformer architecture to generate coherent and contextually relevant text.
GPT-4 is pre-trained on a diverse range of internet text and can perform tasks such as
translation, question-answering, and text completion with minimal fine-tuning [22].

BERT, developed by Google AI, revolutionized NLP by introducing bidirectional train-
ing of transformers, which looks at both the left and right context in all layers. This
bidirectional approach enables BERT to understand the context of a word based on its
surroundings, leading to significant improvements in tasks like text classification and ques-
tion answering [18].

T5 (Text-to-Text Transfer Transformer), also developed by Google Research, treats
every NLP problem as a text-to-text problem. This unified approach simplifies the task
structure and allows T5 to achieve state-of-the-art results across a wide range of NLP
tasks by framing them all as converting one text to another. This model has demonstrated
impressive performance in translation, summarization, and question-answering tasks [15].

Advances in generative text AI techniques

The development of generative models has been driven by several key techniques and
innovations:

Self-attention mechanisms introduced by transformers, allow models to weigh the
importance of di"erent words in a sequence, enabling them to capture long-range depen-
dencies more e"ectively than traditional RNNs [14].

Transfer learning involves pre-training a model on a large dataset and then fine-
tuning it on a smaller, task-specific dataset. This approach has proven to be highly
e"ective in NLP, as demonstrated by models like GPT and BERT [15].

Benefits of transfer learning:

• E!ciency: reduces the need for large task-specific datasets.

• Performance: enhances model performance by leveraging knowledge from the pre-
training phase.

• Versatility: enables models to be adapted to a wide range of tasks with minimal
additional training.

Fine-Tuning and domain adaptation Fine-tuning involves adjusting a pre-
trained model to perform specific tasks by training it on a task-specific dataset. Domain
adaptation goes a step further by tailoring models to perform well in particular domains
(e.g., medical text, legal documents) [15].

Future directions

The future of generative AI in NLP holds exciting possibilities. Areas of ongoing
research include improving model e!ciency, enhancing the interpretability of AI systems,
and addressing ethical concerns related to AI-generated content [22].
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• Model e!ciency: researchers are exploring ways to make generative models more
e!cient, reducing the computational resources required for training and inference
[15].

• Interpretability: understanding how generative models make decisions is crucial
for building trust and ensuring the reliability of AI systems [22].

• Ethics and bias: addressing biases in AI-generated content and ensuring ethical
use of generative models are key priorities for the field [18].

2.3 Applications of AI in market studies

Tools and techniques squared in black are the ones we have used in the project and
will be explained in detail in the section 3.

2.3.1 Automated data collection
Automated data collection refers to the use of technology to gather information without

manual intervention. This process is crucial for e!ciently obtaining large volumes of data
from various sources, enabling timely and accurate analysis. In the context of market
studies, automated data collection helps in aggregating data from di"erent segments, such
as sales records, customer feedback, financial reports, and competitor analysis. Here, we
discuss the general paradigms and tools used for automated data collection [7–10, 23, 30,
36,38].

General paradigms

Web scraping: this involves extracting data from websites. Tools like Beautiful-
Soup, Scrapy, and Selenium are commonly used for this purpose. Web scraping
scripts can automatically navigate websites, extract relevant information, and store
it in a structured format [8,9,30]. This is the one of the ways that we have used to
collect data.

APIs (Application Programming Interfaces): many websites and services
provide APIs that allow automated access to their data. APIs are particularly
useful for accessing real-time data. Examples include financial market APIs, social
media APIs, and e-commerce APIs. This is the other way that we have used to
collect data.

Sensor data collection: in industries such as manufacturing and logistics, sensors
are used to collect real-time data on various parameters. IoT (Internet of Things) devices
can automatically gather and transmit data, which can then be processed and analyzed.

Automated surveys and feedback forms: platforms like Google Forms, Survey-
Monkey, and Typeform allow for the automated collection of survey data. These tools
can send surveys to target audiences, collect responses, and compile the data for analysis.
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Tools and techniques

Web scraping tools

• BeautifulSoup: a Python library for parsing HTML and XML documents.
It creates parse trees that are helpful for extracting data from HTML [30].

• Scrapy: an open-source and collaborative web crawling framework for Python. It
is used to extract data from websites and process them as per the needs [8].

• Selenium: a portable framework for testing web applications. It is also used
for web scraping when interaction with JavaScript-loaded content is required
[9].

API integration

• REST APIs: representational State Transfer APIs are commonly used for
web services that allow for interaction with RESTful web services.

• GraphQL APIs: these provide a more flexible alternative to REST, allowing
clients to request exactly the data they need.

Internally developed tools

• Researcherx: is a tool designed to address the limitation of Large Language
Models (LLMs) in providing transparent data sources. It performs semantic
searches on Google using keywords to retrieve valuable information from the
internet, including links to relevant PDF and HTML documents. This infor-
mation is then parsed using content analysis technology, making Researcherx
essential for projects that require e!cient data collection and processing from
large online datasets.

• Central Knowledge System (CKS): is an advanced RAG (Retrieval-
Augmented Generation) system integrated with Pinecone, where financial
information is stored. This information is gathered through various work-
flows and the researcherx tool. This setup allows for e!cient retrieval and
analysis of large datasets, facilitating comprehensive financial insights and
decision-making.

• Workflows for products and services: di"erent workflows with the n8n
tool for retrieving information from websites.

2.3.2 Market analysis
The application of AI algorithms in financial analysis has revolutionized the way mar-

ket studies and financial insights are conducted. Two primary approaches used in market
analysis are top-down and bottom-up methods, each providing unique perspectives and
advantages.
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Top-Down approach

Starts with the broader macroeconomic environment and works down to the in-
dividual companies. This method is often demand-oriented, focusing on the perspective
of consumers and overall market demand. Analysts begin by examining global economic
trends, industry performance, and sector health before drilling down to individual com-
panies. This approach helps in understanding the larger market dynamics and identifying
the sectors with growth potential [18].

Bottom-Up approach

This is the approach we will take. Is more robust for conducting detailed market
research as it starts from the micro level, focusing on individual companies and their
o"erings. This method is supply-oriented, looking at the perspective of companies
providing products and services. The primary steps involved include:

• Identifying market constituents: determine the companies that form the mar-
ket by identifying those producing or distributing products and services of
types A, B, and C.

• Product and service logic: develop a logic to understand which products and
services each company uses. Cross-reference this information with financial
data to estimate the market size accurately.

• Calculating market size: define the market by summing up the total revenues
of all companies within the country that produce, distribute, or manufacture
the identified products and services, as well as other financial metrics.

P&S identification Finance metricsMarket estimation

Figure 2.12: Venn diagram illustrating the market estimation Bottom-Up approach with identifying
products, services and finance metrics.
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Using this approach, analysts can answer key questions about the market, such as:

- Which companies are growing the fastest?

- Which companies are the most profitable?

- Which companies have the highest revenues (market dominance)?

- Is the market highly consolidated or fragmented?

- Is there a risk of economic disruption in the market?

- Are new products and services emerging, and what is the value proposition driving
company success?

- Is there a relationship between product/service characteristics and higher sales?

- How does the location of these companies correlate with higher sales?

This comprehensive analysis provides valuable insights for market reports, addressing a
wide range of questions critical for strategic planning and decision-making. This approach
will be the one we will use in the project and the inputs will be taken from those mentioned
in 2.3.1

2.3.3 Automated report generation
Automated report generation leverages AI and machine learning technologies to create

comprehensive, accurate, and timely reports without human intervention. This process
enhances e!ciency, reduces errors, and allows for the analysis of vast amounts of data in
real-time.

Technologies used in automated report generation include:

• Natural language processing (NLP): NLP systems transform structured
data into readable text. These systems are capable of producing narratives
that explain data insights, trends, and anomalies [24].

• Data visualization tools: tools such as Tableau and Power BI automatically gen-
erate visualizations like charts and graphs that complement textual reports, provid-
ing a more comprehensive view of the data [39].

• AI-Powered analytics platforms: platforms like IBM Watson Analytics and
Google Cloud AutoML use AI to analyze data and generate reports, o"ering pre-
dictive insights and recommendations based on the data [5].

• Workflow automation tools: tools such as n8n and Apache NiFi auto-
mate data workflows, ensuring that data from various sources is collected,
processed, and integrated seamlessly [23,40].
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• Python libraries: libraries like Pandas and Matplotlib are extensively used in
automated report generation for data manipulation and visualization [28,35].

2.4 State of the art in business process automation

2.4.1 Current and future trends

Business process automation (BPA) is continuously evolving, driven by advancements
in artificial intelligence, machine learning, and other emerging technologies. The current
and future trends in BPA include:

Artificial intelligence and machine learning: AI and ML are being increas-
ingly integrated into BPA to enhance decision-making processes, predict outcomes,
and automate complex tasks. These technologies enable systems to learn from
data, adapt to new inputs, and perform tasks that traditionally required human
intelligence [2].

Robotic process automation (RPA): RPA involves the use of software robots or
"bots" to automate routine, repetitive tasks. RPA tools are becoming more sophisticated,
with capabilities to handle unstructured data and integrate with AI for more complex pro-
cesses [1].

Intelligent process automation (IPA): IPA combines RPA with AI technologies
such as natural language processing (NLP) and computer vision to automate end-to-end
business processes. This trend is expected to transform how businesses operate, providing
more agility and e!ciency [51].

Cloud computing: the adoption of cloud-based BPA solutions allows for greater scal-
ability, flexibility, and cost savings. Cloud platforms provide the infrastructure needed to
support large-scale automation projects and facilitate remote work [26].

Internet of things (IoT): IoT devices generate vast amounts of data that can be used
to automate and optimize business processes. The integration of IoT with BPA enables
real-time monitoring, predictive maintenance, and enhanced operational e!ciency [32].

Hyperautomation: Hyperautomation is the expansion of automation capabilities
across the organization by combining multiple technologies such as RPA, AI, ML, and
advanced analytics. It aims to automate as many business processes as possible, leading
to significant improvements in e!ciency and productivity [29].

2.4.2 Case studies and real applications

The implementation of business process automation in various industries has demon-
strated its potential to streamline operations, reduce costs, and enhance productivity.
Here are some practical examples:
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• Finance: in the financial sector, BPA is used to automate tasks such as in-
voice processing, fraud detection, and customer service. For instance, JPMor-
gan Chase implemented an AI-driven system called COiN that automates the
review of legal documents, significantly reducing the time and e"ort required
for this process [4].

• Healthcare: BPA in healthcare includes the automation of administrative tasks
such as patient scheduling, billing, and claims processing. The Mayo Clinic has
utilized RPA to automate the retrieval and processing of patient data, improving
accuracy and freeing up sta" for more critical tasks [42].

• Manufacturing: in the manufacturing industry, BPA is applied to optimize sup-
ply chain management, quality control, and production scheduling. Siemens has
implemented IoT and AI technologies to create a "smart factory" that enhances
production e!ciency and reduces downtime [46].

• Retail: retailers use BPA to manage inventory, process orders, and personalize
customer experiences. Walmart has employed AI and ML to optimize its supply
chain operations, resulting in faster restocking and reduced operational costs [47].

• Human resources: BPA tools are used in HR for automating recruitment, on-
boarding, and employee performance management. Unilever has leveraged AI to
streamline its hiring process, using AI-driven assessments to evaluate candidates,
thus reducing hiring time and improving the quality of hires [50].

2.4.3 State of the art competitors
In the realm of competitive intelligence and market report automation, several ad-

vanced tools have emerged, leveraging artificial intelligence to enhance data gathering
and analysis. Among the notable competitors in this field are Crayon and Speak. These
platforms exemplify the cutting-edge capabilities currently available, providing businesses
with critical insights and strategic advantages.

Crayon is a comprehensive competitive intelligence platform designed to help busi-
nesses stay ahead of their competition by tracking and analyzing data from multiple
sources in real-time. One of Crayon’s standout features is its intelligent filtering system,
which eliminates 99% of noisy data, allowing users to focus on the most critical 1% rel-
evant to their competitive strategy. This significantly reduces distractions and enhances
e!ciency. Crayon also employs AI-powered summarization to create ready-to-share sum-
maries of news articles, blog posts, and press releases, streamlining the process of infor-
mation dissemination. Additionally, the platform’s automatic tagging feature categorizes
new intelligence into over 80 subcategories, minimizing the need for manual organiza-
tion [6].

Furthermore, Crayon utilizes natural language processing (NLP) for sentiment anal-
ysis, providing a graded scale of sentiment for insights, which helps users understand
market sentiment more accurately. The importance scoring system, powered by machine
learning models, dynamically evaluates and prioritizes intelligence based on its market
impact, ensuring that users can quickly identify and respond to critical insights. Crayon
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also features anomaly detection, tracking trends across competitors’ digital footprints
and alerting users to significant anomalies, enabling timely market responses. Its website
tracking capability has monitored millions of web page changes with automatic annota-
tions, o"ering a detailed view of competitor activities and updates.

Speak, on the other hand, focuses on automating competitive intelligence and mar-
ket reporting. It excels in automated data collection, gathering information from various
sources including web pages, social media, and market reports. This extensive data collec-
tion is followed by AI-driven insight generation, where the platform processes and analyzes
the collected data to produce actionable insights. Speak also o"ers customizable reports,
allowing businesses to tailor the generated market reports to their specific needs and
goals. The platform’s real-time update feature ensures that users have the most current
information on competitor activities, providing a significant edge in strategic planning
and market positioning [48].

Both Crayon and Speak demonstrate how AI can automate and enhance the creation
of market reports and competitive intelligence. These tools reduce the manual e"ort re-
quired and increase the accuracy and relevance of the information provided. However,
while these platforms o"er substantial capabilities, they do not fully replicate the com-
prehensive, multi-layered approach of the tool developed in this project. The unique
advantage of our tool lies in its specialized design for market report automation, incorpo-
rating a sophisticated architecture that seamlessly integrates data collection, processing,
and presentation. This ensures a higher degree of customization, accuracy, and e!ciency,
tailored specifically for private equity firms and their strategic needs.
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Chapter 3

Design of the tool

3.1 Introduction

In today’s fast-paced business environment, the ability to quickly and accurately
gather, analyze, and report market data is crucial for maintaining a competitive edge.
The traditional methods of conducting market studies, which often involve extensive man-
ual e"ort, are increasingly being supplanted by automated solutions leveraging advanced
technologies. As it has been reported in section 1, Bayesianx has developed an innova-
tive tool aimed at revolutionizing this process by integrating artificial intelligence (AI)
and machine learning (ML) techniques to automate market studies and report generation.

This chapter delves into the design and implementation of this cutting-edge tool, high-
lighting its architecture, key components, functionalities, and technical underpinnings.
The tool’s primary objective is to significantly reduce the time and resources required to
produce comprehensive and precise market reports, thereby enhancing operational e!-
ciency and providing valuable insights for strategic decision-making.

The sections that follow will provide a detailed overview of the tool, starting with
its modular architecture, which ensures seamless interaction between various components
involved in data collection, processing, and reporting. We will explore each major com-
ponent, including:

• Layer 0 (raw data inputs): Researcherx (2.3.1), REST APIs, webscrapping.

• Layer 1 (processed data inputs): product and service workflows and financial infor-
mation database.

• Layer 2 (processing): Chaining.

• Layer 3 (outputs): Market reports.

The necessary glues to unify all parts into a single functional tool: n8n, python codes,
MongoDB and Pinecone (CKS) has been explained in (2.3.1)

Technical implementation details will be covered, showcasing examples of code and
explaining how various technologies and programming languages have been utilized. Ad-
ditionally, we will delve into the concept of the context window in large language models
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(LLMs) and explain how Pinecone helps manage this context for e"ective data queries
and retrievals.

Comment again that the boxes in black in the previous sections will form the frame-
work in which the project moves.

And lastly, the challenges encountered during the development and implementation of
the tool, along with the solutions adopted, will be discussed. In the next section will also
highlight lessons learned and o"er recommendations for future implementations.

3.2 Overview of the tool

The tool developed by Bayesianx is designed to automate and enhance the process of
market study and report generation through a sophisticated multi-layered architecture.
This architecture is visualized in the accompanying diagram (3.1), which highlights the
interaction and flow between various components of the system.

Figure 3.1: Overview of the tool’s architecture.

It is important to note that this is an overview of the tool. The details and detailed
architecture are described in section 3.3 below.

3.2.1 Layer 0: Raw data inputs
At the foundational level, the tool begins with the collection of raw data inputs.

These inputs are sourced from several avenues including Researcherx, REST APIs, and
web scraping techniques. This layer ensures that a wide array of unprocessed data is
available for further analysis and transformation.

Researcherx is a custom-developed tool designed to facilitate the collection of raw mar-
ket data. It aggregates data from various sources, including public databases, industry
reports, and proprietary datasets. This tool automates the initial phase of data gathering,
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ensuring a comprehensive and up-to-date collection of relevant market information.

Web scraping techniques are employed to extract data from websites and online plat-
forms. Using tools like BeautifulSoup and Scrapy, the tool can systematically gather
information from multiple web sources, including company websites, online news articles,
and market analysis blogs. This method is essential for capturing real-time data and
trends that are not readily available through other means.

The tool also leverages REST APIs to access structured data from external systems
and services. APIs provide a standardized way to retrieve data from various platforms,
such as financial databases, social media channels, and market research firms. This ap-
proach allows the tool to integrate diverse data sources e!ciently, ensuring that the
collected data is both relevant and comprehensive.

By combining these methods, the tool ensures a robust and diverse collection of raw
data inputs, setting a strong foundation for subsequent processing and analysis.

In collecting raw data inputs, we encountered several challenges. Ensuring data qual-
ity and consistency across di"erent sources required rigorous validation and cleaning pro-
cesses. We tackled this by leveraging Researcherx to aggregate data from reliable sources
and using targeted web queries with site-specific searches (e.g., site:https...) to ensure rele-
vance. Web scraping faced di!culties such as handling dynamic content and anti-scraping
measures, mitigated with advanced techniques and rotating proxies.

3.2.2 Layer 1: Processed data inputs

The raw data collected in Layer 0 is then processed to generate more structured and
usable data sets. This involves two primary components: organizing quantitative financial
information into a comprehensive database and compiling qualitative data from product
and service workflows.

Firstly, the financial information database includes over 200 variables that provide
a detailed quantitative analysis of market data. The missing information within this
dataset has been interpolated and extrapolated using the XGBoost algorithm, ensuring
completeness and accuracy. This step is crucial for generating a reliable and actionable
data foundation that supports in-depth market analysis.

Secondly, the qualitative data from product and service workflows is organized into
structured JSON formats. This information captures the intricate details of various prod-
ucts and services, allowing for a nuanced understanding of market dynamics. The quali-
tative insights are essential for complementing the quantitative data, providing a holistic
view of the market.

Once the information is processed and retrieved, it is stored in MongoDB. Pinecone,
on the other hand, is used for retrieval-augmented generation (RAG) during the informa-
tion retrieval in the workflows. This ensures that the data can be e!ciently accessed and
utilized in generating insights and reports.
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By e"ectively processing and organizing the raw data, Layer 1 establishes a robust
and comprehensive data foundation that is essential for generating accurate and insight-
ful market reports.

For quantitative data, the challenge was incomplete datasets, resolved using XGBoost
for interpolation and extrapolation. In qualitative data, the inconsistency in LLM out-
puts was addressed by implementing structured prompts with three distinct roles and
refining them using the OpenAI Playground. Ensuring the e"ectiveness of RAG with
Pinecone required precise prompt crafting. Lastly, setting up MongoDB with CapRover
was challenging but overcame with persistent troubleshooting. These processed data sets
are stored in MongoDB and Pinecone for e!cient access, establishing a robust foundation
for accurate market reports.

The major challenge was scaling the solution for many companies. While workflows
worked well for 10-20 companies, our cloud n8n service ran out of memory for more exten-
sive use. This was resolved by deploying n8n on our DigitalOcean servers via CapRover,
though the installation was challenging due to configuration and credential issues.

3.2.3 Layer 2: Processing

The core processing of the tool is handled by an internally developed system called
Chaining, which operates on the n8n platform. This layer is responsible for the sophisti-
cated analysis and synthesis of the processed data inputs, transforming them into valuable
market insights. The Chaining process is designed to be highly e!cient and scalable, en-
suring that the tool can handle large volumes of data seamlessly.

The Chaining system was initially developed as a comprehensive processing frame-
work. I have made several modifications and adaptations to tailor it specifically to our
use case. These enhancements ensure that the tool meets our unique requirements and
optimizes its performance for our specific data and analysis needs. The Chaining process
returns the processed text, which is then included in the final slides of the market reports.

It’s important to note that, similar to the Chaining system, the Researcherx tool was
also pre-developed. My contributions involved customizing and refining these tools to
align them with the objectives and constraints of our project.

By leveraging and adapting these pre-existing tools, we have been able to stream-
line the development process, ensuring that the core functionalities are robust and well-
integrated to support our market study and report generation needs.

3.2.4 Layer 3: Outputs

The final layer involves generating the outputs, which are automatically produced
visual reports. These reports include customized slides and visual charts tailored to spe-
cific market studies. The automated generation of these outputs significantly reduces the
manual e"ort traditionally required, providing timely and precise insights for strategic
decision-making.
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A key component that connects the Chaining process to the final slides of the market
report is a tool developed by another team member called “text-to-slide.” This tool takes
the processed text generated by Chaining and converts it into visually appealing slides.
The integration of text-to-slide ensures that the final reports are both informative and
visually engaging.

By incorporating this automated text-to-slide functionality, the tool enhances the
e!ciency and accuracy of report generation, allowing for rapid production of high-quality
market insights.

3.2.5 Integration of technologies
To unify all these components into a single, functional tool, several key technologies

are employed. These technologies act as a ‘nexus’, ensuring that all parts of the tool work
together seamlessly. They include the n8n automation platform, Python for scripting and
data manipulation, MongoDB for database management, Pinecone for managing the con-
text window in large language models (LLMs) and retrieval-augmented generation (RAG)
for CKS, and the text-to-slide tool for generating the final visual reports.

n8n serves as the backbone of the automation process, orchestrating the various work-
flows and ensuring smooth data flow between di"erent components. Python is utilized
for scripting and data manipulation tasks, providing the flexibility and power needed
to handle complex data processing operations. MongoDB is used for storing and man-
aging processed data, o"ering a robust and scalable solution for database management.
Pinecone plays a crucial role in managing the context window in LLMs and implementing
RAG for CKS, enhancing the tool’s ability to retrieve and utilize relevant information
e!ciently. Finally, the text-to-slide tool bridges the gap between the processed text from
Chaining and the final visual reports, ensuring that the output is both informative and
visually engaging.

These transversal tools are critical for the functionality and e"ectiveness of the entire
system. The following section will delve into each of these technologies in greater detail,
explaining their specific roles and how they contribute to the overall workflow.
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3.3 Architecture diagram of the tool

This section breaks down the detailed architecture of the tool into an easy to visualise
diagram. In the following subsection, a comprehensive analysis of each main component
and the sub-modules needed to link all the parts together will be carried out.

Figure 3.2: Detailed diagram with tool parts.

3.4 Main components

Following the overview in section 3.2, the parts and tools involved in the process are
detailed below. The tool comprises 4 key components:

3.4.1 Layer 0: Raw data inputs
Layer 0 is the foundational layer of the tool, responsible for the collection of raw data

inputs. This layer incorporates three main methods: web scraping, the use of Researcherx,
and REST APIs.

Web scraping

Web scraping is a crucial method for gathering data from various online sources. In
our tool, we utilize a service called Serper, which facilitates the initial process of identi-
fying and collecting web pages that contain relevant information. Serper is an API that
interfaces with search engines, providing us with URLs of pages that match our specified
queries. This API allows for e!cient and targeted data collection by narrowing down the
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vast amount of information available on the web to only the most pertinent sources.

Once we have the URLs from Serper, we employ a custom-developed scraper created
by Bayesianx. This scraper is designed to extract specific data points from the identified
web pages. The scraper runs on DigitalOcean, a cloud infrastructure provider, and is
managed by Caprover. This setup ensures that the web scraping process is scalable and
can handle large volumes of data e!ciently.

Researcherx

Researcherx is another integral component of Layer 0. This tool was developed by
a team member at Bayesianx to streamline the collection of market data from various
sources. Researcherx aggregates data from public databases, industry reports, and pro-
prietary datasets, providing a comprehensive and up-to-date collection of relevant market
information. It automates the initial phase of data gathering, reducing the time and e"ort
required to compile extensive datasets manually. This tool is essential for ensuring that
our data inputs are both diverse and current, enabling more accurate and relevant market
analyses and, above all, a trace of the web pages that are accessed.

REST APIs

The third method employed in Layer 0 involves the use of REST APIs to access struc-
tured data from external systems and services. We utilize several APIs to gather detailed
information about companies and market trends. For instance, we use LinkedIn’s API to
extract data about company profiles, employee counts, and industry classifications. Addi-
tionally, we leverage APIs from other business information providers, such as Crunchbase
and Glassdoor, to obtain insights into company financials, market positions, and employee
reviews.

These APIs o"er a standardized way to retrieve data, ensuring that the information
is consistent and reliable. By integrating multiple APIs, we can cross-reference data from
di"erent sources, enhancing the accuracy and depth of our datasets. This approach al-
lows us to compile a comprehensive view of the market landscape, which is critical for
generating valuable insights.

In summary, Layer 0 of our tool is designed to collect a wide array of raw data inputs
through web scraping with Serper and a custom scraper, the Researcherx tool, and various
REST APIs. This foundational layer ensures that we have a robust and diverse dataset
for further processing and analysis in the subsequent layers.

3.4.2 Layer 1: Processed data inputs

Layer 1 is the most crucial layer in the architecture, as it processes raw data inputs
into structured and usable datasets. As shown in 3.1, this layer handles two main types
of inputs: quantitative and qualitative.
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By integrating both quantitative and qualitative data inputs, Layer 1 ensures that the
necessary information is available for comprehensive market analysis. The quantitative
data provides a numerical basis for evaluating company performance, while the qualitative
data enriches the reports with detailed descriptions of products and services. These two
inputs, once processed and transformed through Layer 2 (Chaining) and Layer 3 (Output),
populate the slides of the market reports. Thus, the inputs from Layer 1 can be considered
the nucleus of the market reports.

Quantitative inputs Qualitative inputsMarket Reports

Figure 3.3: Venn diagram illustrating that the union of quantitative inputs and quality inputs form the
core of the content of market reports

Quantitative inputs

The quantitative inputs in Layer 1 are derived from extensive web scraping of im-
portant company databases. These databases include a wide array of financial metrics
that are essential for comprehensive market analysis. By aggregating data from various
reliable sources, we ensure that our database encompasses critical financial variables that
provide a detailed snapshot of each company’s financial health and performance. Some
of the most significant variables collected include:

• Employee Costs (Year 9)

• Total Assets (LYA, Year 3, Year 9)

• Shareholder Funds (LYA, Year 3, Year 9)

• Non-current Liabilities (LYA, Year 3, Year 9)

• Fixed Assets (LYA, Year 3, Year 9)

• Revenue (LYA, Years 1-4, Year 9)

• Ordinary Results (LYA, Years 1-4, Year 9)

• Cost of Goods Sold (COGS) (LYA, Year 3, Year 9)
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• R&D Spend (LYA, Year 3, Year 9)

• Cyber Risk Rating

• Cash Flow (LYA, Year 1, Year 9)

• Year-over-Year (YoY) Growth Rate for Employees (Years 1-4)

• Compound Annual Growth Rate (CAGR) for Employees and Financial Metrics over
various periods

In total, we track 202 distinct financial variables. However, due to the nature of the
data sources, some data points may be missing. To address this, we use XGBoost, a pow-
erful machine learning algorithm, to interpolate and extrapolate missing values. XGBoost
is particularly e"ective for this task because it handles large datasets e!ciently and can
model complex relationships between variables.

For instance, if we have the Total Assets for Years 3 and 9 but are missing the data for
Year 5, XGBoost can predict this intermediate value based on the available data and the
trends observed in other variables. Additionally, some financial variables can be derived
algebraically from others. For example, Total Liabilities can be calculated by subtracting
Shareholder Funds from Total Assets. Similarly, the Equity Ratio can be computed as
Shareholder Funds divided by Total Assets.

The implementation of these calculations and machine learning models is done using
Python. Python’s extensive libraries and frameworks, such as pandas for data manipu-
lation, scikit-learn for machine learning, and XGBoost for predictive modeling, provide
robust tools for handling and processing large datasets.

Example of calculations and interpolations

1. Interpolating Missing Values: if Total Assets data for Year 5 is missing, XG-
Boost uses the data from surrounding years and other related variables to predict
the missing value. This interpolation ensures that the dataset remains continuous
and reliable, which is crucial for trend analysis and forecasting.

2. Algebraic derivations:

• Total liabilities: this can be calculated as:

Total Liabilities = Total Assets → Shareholder Funds (3.1)

By using available data for Total Assets and Shareholder Funds, we can accu-
rately derive the Total Liabilities.

• Equity Ratio: This is computed as:

Equity Ratio =
Shareholder Funds

Total Assets
(3.2)

This ratio provides insights into the financial stability of a company, indicating
the proportion of a company’s assets that are financed by shareholders’ equity.
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3. Year-over-Year (YoY) growth and CAGR calculations:

• YoY growth for employees:

YoY Growth Rate =
Employees in Year n → Employees in Year (n-1)

Employees in Year (n-1)
↑ 100

(3.3)
This metric helps in understanding the annual growth trends in the workforce.

• CAGR for financial metrics:

CAGR =

(
Ending Value

Beginning Value

) 1
n

→ 1 (3.4)

Where n is the number of years. CAGR provides a smoothed annual growth
rate over a specified period, which is useful for long-term growth analysis.

Storage and scalability

All processed data, both interpolated and derived, is stored in MongoDB. MongoDB
o"ers the flexibility and scalability needed to handle large volumes of diverse data. Its
document-oriented database structure allows for the e!cient storage of complex and vari-
able data types, making it ideal for our extensive and varied dataset.

Our goal is to build a comprehensive database encompassing 1,000,000 companies,
making it one of the largest and most detailed business datasets in Europe. This exten-
sive database will provide invaluable insights for market analysis and strategic decision-
making. The scalability of MongoDB ensures that as our dataset grows, the performance
and accessibility of the data remain robust and e!cient.

By meticulously processing and organizing these quantitative inputs, Layer 1 estab-
lishes a robust foundation for the subsequent analysis and reporting stages. This thorough
and detailed approach ensures that the tool delivers accurate, comprehensive, and action-
able market insights.

Qualitative inputs

The qualitative inputs consist of a series of JSON files that contain detailed infor-
mation about categories of products and services for specific companies. These JSON files
include various attributes such as product names, target audiences, key features, unique
selling propositions (USPs), pricing details, performance metrics, and more. Below is an
example of the JSON structure for a company like Amazon in the computers category:

1 {
2 "Category Details": {
3 "Category Name": "Computers",
4 "Product Names": [
5 "HP 17 Business Laptop",
6 "Acer Aspire 3 A315 -24P-R7VH Slim Laptop",
7 "HP 2023 Newest Chromebook Laptop",
8 "Dell Optiplex 7050 SFF Desktop PC (Renewed)",
9 "HP 2022 Newest All -in -One Desktop",
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10 "HP Elite Desktop Computer PC"
11 ],
12 "Target Audience": "General consumers , students , professionals ,

businesses",
13 "Key Features": [
14 "Various display sizes (14 inch , 15.6 inch , 17.3 inch , 21.5

inch)",
15 "Different processors (Intel Core , AMD Ryzen , Intel Celeron)",
16 "RAM options ranging from 4GB to 32GB",
17 "Storage options (SSD , HDD , eMMC)",
18 "Operating systems (Windows , ChromeOS)",
19 "Wi -Fi and Bluetooth connectivity",
20 "Special features like backlit keyboard , fingerprint reader ,

anti -glare coating"
21 ],
22 "Unique Selling Proposition (USP)": "A wide range of computers for

different needs , combining performance with specific features
(e.g., backlit keyboard , fingerprint reader), and participation
in the Climate Pledge Friendly program for sustainability.",

23 "Price": {
24 "Retail Price": {
25 "HP 17 Business Laptop": "$497 .99",
26 "Acer Aspire 3 A315 -24P-R7VH Slim Laptop": "$299 .99",
27 "HP 2023 Newest Chromebook Laptop": "$184 .70",
28 "HP 2022 Newest All -in -One Desktop": "$395 .00",
29 "HP Elite Desktop Computer PC": "$189 .99"
30 },
31 "Wholesale Price": "N/A"
32 },
33 "Performance": {
34 "Efficiency": "Various processing power based on different CPUs

",
35 "Reliability": "Reliability assured by brands like HP, Dell ,

and Acer",
36 "Compatibility": "Compatible with various peripherals and

software due to diverse hardware interfaces and operating
systems",

37 "Scalability": "Scalability depends on the specific product
with options for upgrades in RAM , storage",

38 "Battery Life": [
39 "Up to 4 Hours",
40 "5 to 7 Hours",
41 "8 to 10 Hours",
42 "11 Hours & Up"
43 ],
44 "Speed/Response Time": "Dependent on CPU processor speed (

ranging from 1 GHz to 4 GHz and above)",
45 "Capacity/Volume": "Storage options from 64GB eMMC to 1TB SSD

or HDD"
46 }
47 }
48 }

Listing 3.1: Example of detailed computer products in Amazon

To obtain these detailed JSON files, a structured process involving multiple workflows
has been developed, all revolving around a critical tool: the Central Knowledge System
(CKS), which is a Retrieval-Augmented Generation (RAG) system based on Pinecone.
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The advantages of using a RAG instead of using simply calls to OpenAI API
are detailed in chapter 6.2

Process for obtaining qualitative inputs

First workflow: storing information about product and service categories

The first workflow is designed to initiate the extraction and storage of information
related to categories of products and services for a given company. This workflow be-
gins with three key inputs: the company name, the category to search for (products or
services), and the country where the research will be conducted. These inputs set the
foundation for a series of processes that ultimately lead to storing structured information
in Pinecone.

1. Initial inputs:

• Company name: the o!cial name of the company as known internationally.

• Category to search: specifies whether the focus is on ‘products’ or ‘services.’

• Country: the country where the research is being conducted to ensure regional
relevance.

2. Retrieving o!cial company name: the workflow starts with a call to the Ope-
nAI API ChatGPT 4o, which is used to retrieve the o!cial name of the company in
the specified country. This ensures that the research is conducted using the correct and
recognized name of the company within the given regional context.

3. Generating site-specific search query: a JavaScript program is then executed
to append the o!cial company website to the search query. This is done by constructing
a search query in the format:

site: https://o!cialcompanywebsite.com category

For example, for Telefónica services in Spain, the query would be:

site: https://telefonica.es services

The use of ‘site:’ ensures that the retrieved information is confined to the o!cial company
website, thereby minimizing noise and irrelevant data from other sources.

4. Fetching webpage links using Serper: Serper is an API service that inter-
faces with search engines to provide links to relevant web pages. This service takes the
site-specific search query generated in the previous step and returns a list of URLs that
match the search criteria. Serper helps in narrowing down the search to the most perti-
nent pages that contain the needed information about the company’s products or services.

5. Processing retrieved links: the links obtained from Serper are then processed
through a series of transformations using custom JavaScript code. These transformations
prepare the URLs for the subsequent HTTP requests and ensure that the data pipeline
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is streamlined.

6. Scraping web pages: an HTTP request is made to a codebase that has been
API-fied and is running on DigitalOcean, managed by CapRover. This codebase per-
forms web scraping on the URLs provided by Serper. Web scraping involves extracting
specific information from the web pages, such as product or service details, descriptions,
and other relevant attributes.

7. Storing data in Google Drive: the scraped information is processed and then
stored in a Google Drive document. This is facilitated by using Google OAuth2 for secure
access and integration. The data is formatted and saved as a PDF file in Google Drive,
ensuring that it is easily accessible and can be referenced or shared as needed.

8. Ingesting data into Pinecone: the final step in this workflow is to ingest the
processed information into Pinecone. Pinecone is a vector database designed for high-
dimensional data. The data from the PDF is embedded and stored in Pinecone with the
following configurations:

• Metadata: the company name is used as metadata for indexing and retrieval pur-
poses.

• Embedding algorithm: the algorithm used for embedding is ’Cohere-embed-
multilingual-v3.0,’ which supports multiple languages and provides high-quality em-
beddings.

• Metric: the cosine similarity metric is used to measure the similarity between
vectors.

• Number of dimensions: the embeddings are 1024-dimensional, providing a rich
representation of the data.

• Cloud provider: AWS is used as the cloud provider for hosting the Pinecone
instance.

• Chunk size: the data is ingested in chunks of 1000, ensuring e!cient processing
and storage.

This completes the first workflow, laying the groundwork for the subsequent workflows
that will further refine and expand the dataset. The initial setup and storage in Pinecone
provide a robust foundation for detailed research and data extraction in the following
steps.
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Figure 3.4: Actual diagram of the first workflow.

Second workflow: creating a list of product and service categories

The second workflow is designed to iterate over each company and retrieve relevant in-
formation from Pinecone to create a comprehensive list of product and service categories.
This workflow leverages the data stored in Pinecone from the first workflow and refines it
to produce structured lists that are stored in MongoDB. Below is a detailed explanation
of each step involved in this workflow.

1. Iteration over companies: once the information is stored in Pinecone, the work-
flow initiates a loop that iterates over each company. This loop can handle multiple
companies, allowing for scalable and extensive data processing.

2. Retrieving information from Pinecone: for each company, the workflow re-
trieves relevant information from Pinecone using the following prompt:

“categories of products/services of the company”

This process involves vectorizing the prompt and comparing it with the stored vectors
in Pinecone. Pinecone uses an embedding algorithm to perform this comparison, ensuring
that the retrieved information is the most relevant to the query.

3. Chunking process in Pinecone: Pinecone handles the chunking process by
breaking down the data into manageable pieces. The prompt is vectorized and compared
with internal vectors stored in Pinecone. This comparison uses the same embedding al-
gorithm (’Cohere-embed-multilingual-v3.0’) and cosine similarity metric as in the first
workflow. The chunking process ensures e!cient retrieval of relevant data segments.

4. Configuration settings: the configuration settings for this retrieval process are
as follows:

• Elector store retriever: 50

• Embedding algorithm: Cohere-embed-multilingual-v3.0

• Cosine similarity metric: used for comparing vectors

• OpenAI Model: used to transform the retrieved responses into a more human-
readable format
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5. Merging retrieved information: the workflow then proceeds with a node that
merges all the retrieved information into a single item. This step consolidates the data to
ensure that the subsequent processing stages can handle it e!ciently.

6. Creating a list of categories: a call to the OpenAI API is made to create a list
of all product or service categories. The prompts used in this step are crafted with three
specific roles to ensure clarity and accuracy in the generated list.

Please, note that the reformulated prompts are attached below. The actual
prompts are not attached for privacy reasons.

System prompt

The prompt describes a task where an intelligent assistant needs to extract and cat-
egorize data from a complex text containing information from various sources. The
goal is to compile a comprehensive list of unique categories mentioned in the text,
rather than specific items. Even though the text may include repeated mentions
and omissions, the assistant should identify the broader category each item belongs
to and list these unique categories accurately, even if mentioned only once. The list
should be concise, without repetitions, and clearly formatted.

Assistant prompt

At a general level, the prompt describes a task where an intelligent assistant pro-
cesses a complex text to achieve the following:
Data extraction: The assistant needs to read and extract information from a com-
plex text containing various items.
Category identification: Identify the broad categories to which these items belong.
Duplication elimination: Ensure each category appears only once in the final list,
removing any repetitions.
Handling omissions: Recognize and handle situations where some mentions might
be omitted in the text.
Clear formatting: Present the list of categories as a bullet-point list, formatted
simply and clearly.
The expected output is a list of unique categories, formatted as:
["Category1", "Category2", "Category3", ...]

User Prompt

The prompt provides a text containing information about a company’s products.
The task is to extract and compile a comprehensive list of all unique product cate-
gories mentioned in the text. The goal is to identify the broader category for each
product and list these categories without repetitions. The list should be concise
and clearly formatted.

7. Decomposing categories and storing in MongoDB: once the comprehen-
sive list of categories is obtained, a custom code is used to decompose these categories
into individual items. These items are then stored in MongoDB. MongoDB’s flexible
document-oriented structure allows for e!cient storage and retrieval of the decomposed
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product and service categories, ensuring that they can be accessed and utilized in subse-
quent workflows.

This completes the second workflow, which e"ectively creates a structured and com-
prehensive list of product and service categories for each company. This refined data is
crucial for the detailed research and data extraction processes that follow in the subse-
quent workflows.

Figure 3.5: Actual diagram of the second workflow.

Third workflow: storing detailed information for each product or service

The third workflow is similar to the first workflow but focuses on extracting and stor-
ing detailed information for each specific product or service o"ered by the company. This
workflow builds on the comprehensive list of categories generated in the second workflow
and dives deeper into the specifics of each product or service. Below is a detailed expla-
nation of each step involved in this workflow.

1. Retrieving categories from MongoDB: the workflow begins by retrieving the
list of product and service categories from MongoDB. This list was created in the second
workflow and serves as the starting point for detailed research.

2. Splitting categories: using a node split operation, the workflow separates each
product or service category along with its associated company. This step ensures that
each product or service is processed individually in the subsequent loop.

3. Loop for each product or service: the workflow then enters a loop that iterates
over each product or service category for the company. For each iteration, the following
process is executed:

4. Generating site-specific search query: a JavaScript program (detailed in Sec-
tion A) is executed to append the o!cial company website to the specific product or
service. This is done by constructing a search query in the format:

site: https://o!cialcompanywebsite.com specific product or service
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For example, for Amazon laptops, the query would be:

site: https://amazon.es laptops

This ensures that the retrieved information is confined to the o!cial company website,
focusing specifically on the product or service in question.

5. Fetching webpage links using Serper: Serper is again utilized to fetch links
to relevant web pages. This time, the search query is more specific, targeting individual
products or services. Serper returns a list of URLs that contain detailed information
about the specified product or service.

6. Processing retrieved links: the links obtained from Serper are processed through
a series of transformations using custom JavaScript code. These transformations prepare
the URLs for the subsequent HTTP requests and ensure that the data pipeline is stream-
lined.

7. Scraping web pages: an HTTP request is made to a codebase that has been API-
fied and is running on DigitalOcean, managed by CapRover. This codebase performs web
scraping on the URLs provided by Serper. The scraping process extracts detailed in-
formation about the product or service, including descriptions, specifications, and other
relevant attributes.

8. Storing data in Google Drive: the scraped information is processed and then
stored in a Google Drive document. This is facilitated by using Google OAuth2 for secure
access and integration. The data is formatted and saved as a PDF file in Google Drive,
ensuring that it is easily accessible and can be referenced or shared as needed.

9. Ingesting data into Pinecone: the final step in this workflow is to ingest the
processed information into Pinecone. Pinecone is a vector database designed for high-
dimensional data. The data from the PDF is embedded and stored in Pinecone with the
following configurations:

• Metadata: the specific product or service name is used as metadata for indexing
and retrieval purposes and the company.

• Embedding algorithm: the algorithm used for embedding is ’Cohere-embed-
multilingual-v3.0,’ which supports multiple languages and provides high-quality em-
beddings.

• Metric: the cosine similarity metric is used to measure the similarity between
vectors.

• Number of dimensions: the embeddings are 1024-dimensional, providing a rich
representation of the data.

• Cloud provider: AWS is used as the cloud provider for hosting the Pinecone
instance.

• Chunk size: the data is ingested in chunks of 1000, ensuring e!cient processing
and storage.
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This completes the third workflow, which focuses on extracting and storing detailed
information for each specific product or service o"ered by the company. The detailed data
stored in Pinecone provides a robust foundation for further analysis and reporting.

Figure 3.6: Actual diagram of the third workflow.

Fourth workflow: inferring detailed information for JSON fields

The fourth workflow is designed to infer detailed information for JSON fields of prod-
ucts and services, building on the data retrieved and processed in the previous workflows.
This workflow follows a similar structure to the second workflow but focuses on filling in
the specific fields of the JSON templates for products and services. Below is a detailed
explanation of each step involved in this workflow.

1. Retrieving categories from MongoDB: the workflow begins by retrieving the
list of product and service categories from MongoDB, along with their associated web
pages and countries. This data serves as the starting point for detailed information ex-
traction.

2. Splitting categories: using a node split operation, the workflow separates each
product or service category along with its associated company, web page, and country.
This step ensures that each product or service is processed individually in the subsequent
loop.

3. Loop for each product or service: the workflow then enters a loop that iterates
over each product or service category for the company. For each iteration, the following
process is executed:

4. Switch node for product or service: a switch node is used to direct the work-
flow based on whether the current item is a product or a service. This ensures that the
appropriate processing steps are applied to each type of item.

5. Generating retrieval prompts: for products, the following prompt is used to
retrieve information from Pinecone:

“send me back all the information you have about the products category:
product category (e.g., laptops)”

Business processes automation with artificial intelligence
Tomás Alcántara Carrasco

42



For services, the prompt is:

“send me back all the information you have about the services category: service
category (e.g., customer service)”

These prompts are used to retrieve the most relevant information stored in Pinecone for
each specific product or service category.

6. Retrieving information from pinecone: Pinecone handles the retrieval process
by comparing the vectorized prompts with the stored vectors. This comparison uses the
same embedding algorithm (’cohere-embed-multilingual-v3.0’) and cosine similarity met-
ric as in the previous workflows, ensuring that the most relevant data is retrieved.

7. Merging retrieved information: the workflow proceeds with a JavaScript code
node that merges all the retrieved information into a single item. This step consolidates
the data to ensure that the subsequent processing stages can handle it e!ciently.

8. Inferring JSON fields using OpenAI: an openai node is used to infer the fields
of the json templates for products and services. The prompts used in this step are crafted
with three specific roles to ensure clarity and accuracy in the generated json:

For products:

System prompt

This prompt instructs the assistant to analyze provided information, categorize it
accurately, and fill in a JSON structure. If any data is missing or unknown, the
assistant should indicate this with "null" and avoid fabricating information. The
focus is on precise and thorough data organization.

Assistant prompt

This prompt instructs the assistant to examine the text provided, categorize the
information accurately, and populate the fields in a JSON structure. The assistant
should ensure precise organization and follow any given instructions or priorities.

User prompt

The prompt describes a task where a text containing characteristics of product
categories is provided. The task is to complete a specific JSON structure with
information extracted from that text. The goal is to fill in key details such as
the category name, product names, target audience, key features, unique selling
proposition (USP), weight, shelf life, prices (retail and wholesale), and various as-
pects of performance (e!ciency, reliability, compatibility, scalability, battery life,
response time, capacity/volume, energy consumption, and operating conditions like
temperature and humidity).
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For services:

System prompt

This prompt instructs the assistant to collect and organize detailed information
about di"erent service characteristics into a structured JSON format. If any infor-
mation is missing or unknown, the assistant should indicate this with "null" without
fabricating any data.

Assistant prompt

This prompt instructs the assistant to analyze the provided text and organize the
extracted information into a structured JSON format. The assistant should accu-
rately categorize the data and follow any specific instructions or priorities given.

User prompt

The prompt describes a task where a text containing characteristics of categories
of services is provided. The task is to complete a specific JSON structure with
information extracted from that text. The goal is to fill in key details such as the
category name, service names, target audience, key features, unique selling proposi-
tion (USP), typical service duration, delivery methods, and degree of customization
(including level of adaptability, level of interaction, and degree of standardization).
Additionally, it requires details about performance and agreements (such as sup-
port channels and typical success criteria) and pricing information (including typical
pricing model and typical price range).
The provided JSON structure should be filled with the relevant details extracted
from the text.

9. Storing data in MongoDB: finally, the inferred json data is stored and persisted
in mongodb. mongodb’s flexible document-oriented structure allows for e!cient storage
and retrieval of the detailed product and service information, ensuring that it can be
accessed and utilized in subsequent analysis and reporting.

This completes the fourth workflow, which focuses on inferring detailed information
for json fields of products and services and storing this structured data in mongodb. The
detailed data provides a robust foundation for further analysis and decision-making.
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Figure 3.7: Actual diagram of the fourth workflow.

3.4.3 Layer 2: Processing
The tool developed for this layer was originally created by another team member and

has been adapted for this specific use case. Its primary function is to act as the process-
ing component of the tool, transforming the retrieved data into processed and structured
information that will later be used to populate the slides of the reports.

Initially, the tool retrieves various inputs from MongoDB, which include JSON files
and information outputs from Layer 1. This data forms the basis for the processing ac-
tivities. Next, the titles of the slides to be populated are selected, ensuring these titles
are relevant and cover the key aspects of the report.

Once the inputs and slide titles are defined, the tool performs a series of processes
using Large Language Models (LLMs). This processing involves several stages:

First, a function is used to obtain general information about the companies, ensuring
a clear understanding of what each company does. Subsequently, the tool conducts more
in-depth research on the market, products and services, di"erentiated value proposition,
revenues, profits, and growth of each company. This step is crucial for collecting detailed
and specific data necessary for analysis.

In an advanced stage of processing, a language model such as GPT-4 is employed to
act as a management consultant. This model summarizes the content about each com-
pany into specific dimensions such as company overview, products and services, value
proposition, and key figures. The model ensures that only relevant figures and numbers
are provided, omitting any irrelevant or non-existent data.

Finally, the tool generates the outputs in text format, which are used to populate the
slides of the reports. These outputs include detailed and structured summaries covering
the most important aspects of each company and its relationship with the investment fund.
The generated information is clear, concise, and suitable for presentation in professional
reports, facilitating the creation of high-quality and relevant content. This comprehensive
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process ensures that a complete and accurate view of the investment portfolio is obtained,
based on data processed and analyzed through advanced natural language processing tech-
niques.

The workflow for this process is attached below.

Figure 3.8: Actual diagram of the chaining workflow.

3.4.4 Layer 3: Outputs
The connection between the chaining (processing) and the outputs (market reports)

is established through a Python code. These market reports are primarily used to ad-
vise private equity firms. The reports are designed to provide comprehensive insights
and analysis on various companies and their market positions, financial performance, and
growth potential.

Private equity firms rely on these reports to make informed investment decisions,
strategize market entries, and manage portfolio companies e"ectively. The reports cover
various aspects such as company overviews, product and service details, value proposi-
tions, key financial figures, and market trends.

A crucial point to emphasize is that the entire process described ensures that
information from unstructured web pages is automatically transformed into
structured information to slides. This 100% automated process leverages advanced
data processing and natural language processing techniques to extract, analyze, and
present relevant information in a structured and visually appealing format. This automa-
tion significantly enhances e!ciency, accuracy, and the ability to handle large volumes of
data, making it an invaluable tool for private equity advisory and decision-making.
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Chapter 4

Results and discussion

In this chapter, we present and discuss the results obtained from the implementation
of the three layers of the tool: processed data inputs (Layer 1), processing (Layer 2), and
outputs (Layer 3). Each section will detail the outcomes, analyze the e"ectiveness of the
methods employed, and address any challenges encountered during the development and
execution phases.

4.1 Layer 1: Processed data inputs

4.1.1 Results

Quantitative data:

• Leverage existing financial data for several companies.

• Interpolated and extrapolated missing data points using XGBoost.

• Derived additional financial variables through algebraic operations.

• Stored the processed data in MongoDB, creating a robust and scalable database.

Before showing the financial information, some variables are briefly explained:

CAGR (LYA-Y3): Compound Annual Growth Rate over the last three years.

EBITDA (LYA): Earnings Before Interest, Taxes, Depreciation, and Amortization for
the last year available.

Cost per employee (LYA): Average cost per employee for the last year available.

Cost per employee (Y3): Average cost per employee three years ago.

Finally, some of the more than 200 total variables are shown, indicating that missing
values have been updated with the XGBoost algorithm.
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Note that some of the values presented in the tables are fictitious in order to preserve
privacy.

Qualitative data:

• Extracted detailed product and service information from various web sources.

• Categorized data into structured JSON files.

• Stored qualitative data in Pinecone for e!cient retrieval.

Here are some examples of product and service categories from various companies.

Eurocebollas - Cooked onion

Below is a screenshot of the eurocebollas website. It can be seen how the information
is unstructured and after passing through layer 1 (product and service workflows) it is
structured in a json, ready to be saved in MongoDB for later use.

(a) Eurocebollas website number 1. (b) Eurocebollas website number 2.

(c) Eurocebollas website number 3.

Figure 4.1: Eurocebollas website with unstructured information.
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Here is the structured json:

1 {
2 "Product Basics": {
3 "Product Name": "Cooked Onion",
4 "Product Category": "Food Ingredients",
5 "Product Type": "Prepared Ingredients",
6 "SKU": "67890" ,
7 "Barcode/EAN/UPC": "0987654321098" ,
8 "Product Lifecycle Stage": "Mature",
9 "Target Audience": "Food Industry and Foodservice",

10 "Key Features": "Onion cooked in its own juices , can be added to
hot/cold dishes , eliminates hassle of processing onion , perfect
replacement for IQF or fresh onion",

11 "Unique Selling Proposition (USP)": "Simplifies production and
supply processes , saves on personnel and energy costs ,
homogeneous ingredient , reduces hassle of processing fresh
onions",

12 "Variants": {
13 "Sizes": [3, 5, 10, 20, 215, 1000] ,
14 "Colors": ["Pale yellow"],
15 "Flavors": []
16 }
17 },
18 "Physical Characteristics": {
19 "Dimensions": {
20 "Height": "Variable",
21 "Width": "Variable",
22 "Depth": "Variable"
23 },
24 "Weight": "Variable",
25 "Materials/Ingredients": "100% fresh onions",
26 "Texture": "Melt -in-your -mouth",
27 "Color Options": ["Pale Yellow"],
28 "Durability": "Long -lasting when stored properly",
29 "Assembly Requirements": "None",
30 "Maintenance Requirements": "Store in a cool , dry place",
31 "Safety Features": "None",
32 "Warranty/Guarantee Period": "6 months"
33 },
34 "Performance": {
35 "Efficiency": "High , reduces preparation time",
36 "Reliability": "Consistent quality",
37 "Compatibility": "Compatible with various dishes and cuisines",
38 "Scalability": "Easily scalable for large production needs",
39 "Battery Life": "N/A",
40 "Speed/Response Time": "Instant use",
41 "Capacity/Volume": "N/A",
42 "Energy Consumption": "N/A",
43 "Operating Conditions": {
44 "Temperature": "Room temperature",
45 "Humidity": "N/A"
46 },
47 "Shelf Life": "1 year"
48 },
49 "Brand and Manufacturer": {
50 "Brand Name": "EuroOnionsis",
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51 "Manufacturer": "Eurocebollas",
52 "Country of Origin": "Spain",
53 "Brand Reputation": "Worldwide leader in the production of Ready -

to -Use Ingredients"
54 },
55 "Pricing": {
56 "Retail Price": "N/A",
57 "Wholesale Price": "N/A",
58 "Discount Policies": "N/A",
59 "Financing Options": "N/A",
60 "Value for Money": "High , due to labor and cost savings"
61 }
62 }

Listing 4.1: Product details for Cooked Onion.
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Legalitas - Legal support services

(a) Legalitas website number 1. (b) Legalitas website number 2.

(c) Legalitas website number 3.

Figure 4.2: Legalitas website with unstructured information.
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Here is the structured json:

1 {
2 "Category Details": {
3 "Category Name": "Legal Support Services",
4 "Service Names": [
5 "Legal Advisory for Companies",
6 "Online Tax and Accounting Management",
7 "Online Freelancer Registration",
8 "With You Company",
9 "With You Freelancer"

10 ],
11 "Target Audience": "Companies , freelancers , and entrepreneurs",
12 "Key Features": "Comprehensive legal and management advisory ,

company and freelancer registration management , contract review
, debt recovery , online platform for accounting and tax
management.",

13 "Unique Selling Proposition (USP)": "Global legal and management
advisory service , 24/7 support , discounts on annual services.",

14 "Typical Service Duration": "Annual",
15 "Delivery Methods": "In -person and online through a digital

platform , phone , and WhatsApp.",
16 "Degree of Customization": {
17 "Level of Adaptability": "High , with personalized programs

based on client needs.",
18 "Level of Interaction": "High , including personalized attention

and urgent services.",
19 "Degree of Standardization": "Moderate , with standard services

that can be customized."
20 },
21 "Performance and Agreements": {
22 "Support Channels": "Personal managers , 24/7 customer service

via phone and WhatsApp.",
23 "Typical Success Criteria": "Efficient business management ,

cost reduction , and compliance with legal standards."
24 },
25 "Pricing": {
26 "Typical Pricing Model": "Subscription -based or one -time

payment per service.",
27 "Typical Price Range": "Variable , depending on the complexity

and volume of services required."
28 }
29 }
30 }

Listing 4.2: Service details for Legal Support Services.
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Universal Music - Music and entertainment services.

(a) Universal Music website number 1. (b) Universal Music website number 2.

(c) Universal Music website number 3.

Figure 4.3: Universal Music website with unstructured information.

Here is the structured json:

1 {
2 "Category Details": {
3 "Category Name": "Music and Entertainment Services",
4 "Service Names": [
5 "Music Production",
6 "Music Distribution",
7 "Music Publishing",
8 "Merchandise",
9 "Artist Management",

10 "Concerts and Live Events",
11 "Music Licensing"
12 ],
13 "Target Audience": "Music Lovers , Artists , Record Labels , Media

Outlets",
14 "Key Features": "Comprehensive music production , global

distribution , publishing rights management , artist
merchandising , extensive artist management , live event
organization , music licensing for media and advertising.",
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15 "Unique Selling Proposition (USP)": "Global leader in music -based
entertainment , diverse portfolio of artists , innovative digital
services , and extensive global reach.",

16 "Typical Service Duration": "Varies by service (e.g., ongoing for
management , per event for concerts)",

17 "Delivery Methods": "In -person for live events , digital platforms
for music distribution and licensing , personalized for artist
management.",

18 "Degree of Customization": {
19 "Level of Adaptability": "High , with personalized programs for

artists and tailored solutions for media outlets.",
20 "Level of Interaction": "High , including personalized attention

for artists and regular interaction with media and
advertising partners.",

21 "Degree of Standardization": "Moderate , with standard music
distribution and licensing processes that can be customized.
"

22 },
23 "Performance and Agreements": {
24 "Support Channels": "Dedicated artist managers , customer

service for music consumers , and business support for media
partners.",

25 "Typical Success Criteria": "Successful artist careers , high -
quality music production , extensive global distribution , and
strong media partnerships."

26 },
27 "Pricing": {
28 "Typical Pricing Model": "Revenue share for music sales and

streaming , fixed fees for live events and merchandise ,
licensing fees for media usage.",

29 "Typical Price Range": "Variable , depending on the service type
and artist popularity."

30 }
31 }
32 }

Listing 4.3: Service details for Music and Entertainment Services.

4.1.2 Discussion
Layer 1 is the most crucial layer in the architecture, as it forms the core foundation of

the market reports. By integrating both quantitative and qualitative data inputs, Layer
1 ensures that the necessary information is available for comprehensive market analysis.
The quantitative data provides a numerical basis for evaluating company performance,
while the qualitative data enriches the reports with detailed descriptions of products and
services. These two inputs, once processed and transformed through Layer 2 (Chaining)
and Layer 3 (output), populate the slides of the market reports. Thus, the inputs from
Layer 1 can be considered the nucleus of the market reports. The challenges and solutions
that we have encountered during the process have been detailed in 3.2
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4.2 Layer 2: Processing

4.2.1 Results
Layer 2 focuses on processing structured data inputs to generate meaningful insights.

The chaining process, implemented on the n8n platform, is crucial in transforming raw
data into valuable market intelligence. This section provides an overview of the interme-
diate steps and methodologies used, serving primarily as a nexus in the overall process.
The detailed results here are limited and consist mainly of text that will later be used
to populate the slides. Comprehensive results and true insights derived from this process
will be showcased in section 4.3.

Eurocebollas:

Title slide: Customers metrics - Eurocebollas

Measure:

Market Share in Targeted Segments Percent of Unprofitable Customers Number of
Referrals to New Customers

Rationalize:

Cost per New Customer Acquired Percent of Customer Queries Not Satisfied by
Initial Response Revenue from Cross-Market Activities

Improve:

Time to Resolve Customer Concerns or Complaints Quality Ratings from Premium
Customers

Automate:

Automate CRM workflows to drive Profit Contribution by Segment Automate cus-
tomer service queries resolution to drive Time to Resolve Customer Concerns or
Complaints
Automate marketing analytics to drive Customer Response Rate to Campaigns
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Legálitas:

Title slide: Operations metrics - Legálitas

Measure:

Matter Workflow E!ciency: Track and analyze the average time spent at each stage
of case processing (e.g., client intake, document review, case preparations).
Tech Utilization Rate: Measure the percentage utilization of AI-driven tools and
software in daily legal tasks (e.g., document review, research).
Error Rate in Automated Processes: Track the frequency of errors in processes
where automation is employed (e.g., conflict-of-interest checks, compliance track-
ing).

Rationalize:

Operational E!ciency: Analyze and understand the full scope of time and resource
utilization across di"erent departments and processes.
Supplier Innovation Alignment: Assess the contribution of supplier innovation to
Legálitas’s service capabilities and competitive edge.
Documentation Quality Management: Evaluate the processes involved in document
management, focusing on version control, error rates, and access rights.

Improve:

Improve Process E!ciency through Workflow Automation
Boost Transparency through Client Communication Portals
Enhance Expertise Utilization through Advanced Legal Research Tools
Improve Document Handling through Smart Document Management

Automate:

Automate Client Conflict-of-Interest Checks
Automate Document Drafting and Review
Automate Compliance Tracking
Automate Time Tracking and Billing
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Universal music:

Title slide: Universal Music Group’s competitive advantage

Strong Human Capital:

Led by industry veteran Sir Lucian Grainge
Workforce marked by versatile roles across business functions
Commitment to driving equality
Enhances their human capital strength

Comprehensive Product Portfolio:

UMG boasts a diversified product range
Includes music production, distribution, promotion services

E"ective Market Strategy:

UMG’s market strategy is powered by analytics
Predictive sales models
Proprietary media and data platform
Ensures e"ective market reach and high digital engagement

Customer Service Excellence:

UMG’s direct-to-fan tools provide fan analytics
Customized experiences
Caters to customers’ music consumption preferences

Operational E!ciency:

Successful strategic alliances and acquisitions
Broad global operational base
E"ective resource management

4.2.2 Discussion

The Chaining process proved to be highly e"ective in automating data processing and
generating insights. By leveraging the n8n platform, we were able to create scalable and
flexible workflows that handle complex data transformations. The modifications made to
the existing Chaining system ensured its applicability to our specific use cases. Despite
the success, some challenges were encountered, such as optimizing workflow performance
and handling edge cases in data processing.
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4.3 Layer 3: Outputs

4.3.1 Results
Layer 3 is focused on generating visual and textual outputs from the processed data.

As the final phase, emphasise that what is important and worthwhile in the whole process
is to collect dispersed information from the internet and directing it through a
complex process to produce market analysis slides. The automated generation of
market reports significantly reduces the manual e"ort traditionally required and provides
timely insights for strategic decision-making.

Here are some of the slides attached:

Legálitas

Figure 4.4: One of the slides of the Legálitas market report

Eurocebollas

(a) One of the slides of the Eurocebollas market report. (b) Other of the slides of the Eurocebollas market report.

Figure 4.5: Slides of Eurocebollas market reports.
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Universal Music

(a) One of the slides of the Universal Music market report.

(b) Other of the slides of the Universal Music market

report.

(c) Other of the slides of the Universal Music market report.

Figure 4.6: Slides of Universal Music market reports.

4.3.2 Discussion
The ability to generate automated market reports is a significant advancement in

improving e!ciency and reducing manual e"ort. The text-to-slide component played
a crucial role in seamlessly integrating textual insights into visual presentations. This
automation not only saves time but also ensures consistency and accuracy in reporting.
Challenges included ensuring the relevance and clarity of the generated slides, which were
addressed through iterative improvements and user feedback.
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Chapter 5

Metrics and evaluation of results

5.1 Introduction

Measuring and evaluating the performance of the models implemented in this project
is crucial for ensuring the quality and reliability of the results. This chapter presents the
metrics, key performance indicators (KPIs), and evaluation methodologies for both the
generative AI models and the XGBoost model. The importance of the ground truth as a
benchmark for validation is also highlighted.

It is important to note that, although the real data is not accessible for this project
due to a change of company, the metrics and evaluation methodologies discussed here
are grounded in the theoretical framework and best practices in artificial intelligence and
machine learning that should have been followed during the development of this project.

5.2 Metrics and evaluation for generative AI models

5.2.1 Logprobs and Perplexity

Logprobs

Logprobs, short for "logarithmic probabilities," represent the logarithm (usually on a
natural basis) of the probabilities assigned by a language model to each token it generates.
When a large language model (LLM) predicts the next token in a sequence, it assigns a
probability to each possible token based on its training data and learned patterns. The
log probability of a token is defined as:

logprob = ln(p(wi)) (5.1)

where wi is the i-th token, and p(wi) is the probability assigned to that token by the
model.

For example, consider a model generating the phrase "Processes automation through
workflow". Using 5.1, the model might assign the following probabilities to each token:

• Token 1 ("Processes"): P("Processes") = 0.3 ↓ logprob = ln(0.3) ↔ →1.20

• Token 2 ("automation"): P("automation") = 0.4 ↓ logprob = ln(0.4) ↔ →0.92
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• Token 3 ("through"): P("through") = 0.2 ↓ logprob = ln(0.2) ↔ →1.61

• Token 4 ("workflow"): P("workflow") = 0.1 ↓ logprob = ln(0.1) ↔ →2.30

The logprob values are particularly useful in evaluating the confidence of the model
in its predictions. Lower logprob values (closer to zero) indicate higher confidence.

Currently, "logprobs" parameter is accessible via the OpenAI API with an additional
layer provided by Azure, for example. However, OpenAI has announced plans to integrate
this feature directly into their public API in the future, making it more widely available.

Perplexity

Perplexity is a metric used to evaluate the quality of a language model by measuring
how well it predicts a sequence of tokens. It is defined as the inverse probability of the test
set normalized by the number of tokens, or equivalently, as the exponent of the negative
average log probability:

Perplexity = e→
1
N

∑N
i=1 ln(p(wi)) (5.2)

where:

• N : number of tokens in the sequence.

• p(wi): probability assigned by the model to the i-th token.

• ln(p(wi)): the natural logarithm of the probability assigned by the model to the
i-th token (logprob)

The perplexity value can be interpreted as the e"ective "branching factor" of the
model. A lower perplexity indicates that the model is more confident and accurate in
its predictions. For example, if a model generates the sequence "Processes automation
through workflow" with the probabilities specified earlier, the perplexity would be calcu-
lated, following 5.2, as:

Perplexity = e→
1
4 [ln(0.3)+ln(0.4)+ln(0.2)+ln(0.1)] ↓

↓ e→
1
4 [→1.20→0.92→1.61→2.30] ↓

↓ e→
1
4↑→6.03 = e1.5075 ↔ 4.51

This value of perplexity reflects the e"ective "branching factor" of the model, which
can be interpreted as the number of reasonable options the model considers at each step
of token prediction. A branching factor of 4.51 means that, on average, the model is
e"ectively choosing between approximately 4.51 plausible tokens for each position in the
sequence. Lower perplexity indicates greater certainty, as the model focuses on fewer
high-probability options, whereas higher perplexity implies greater uncertainty or a wider
distribution of probabilities across many tokens.
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Domains and thresholds

Although perplexity is not currently available directly via the OpenAI API, it can be
computed using the formula above based on the log probabilities of tokens. Implementing
perplexity thresholds is highly useful for monitoring the performance of agents, swarms
of agents, and modules like the Keeper in a system architecture. For example:

• Define a perplexity threshold, such as Perplexity < 10, to ensure the generated
responses remain coherent and meaningful.

• Trigger corrective actions if perplexity exceeds a specified limit, such as refining
prompts, reinitializing agents, or incorporating additional context into the system.

The domains of these metrics are:

• Logprobs: defined for probabilities in the range (0, 1], with log probabilities (→↗, 0].

• Perplexity: typically, Perplexity > 1.

This is the the graphic with both functions (g=perplexity, f=logprob):

Figure 5.1: Logprobs and Perplexity representation.

Setting thresholds for these metrics can help detect and manage anomalies in real-time,
enhancing the robustness and reliability of agent-based systems.
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5.2.2 BLEU and ROUGE metrics
The evaluation of generated text against a reference or ground truth is a critical

aspect of assessing the quality of generative models. Two widely used metrics in natural
language processing for this purpose are BLEU and ROUGE. These metrics evaluate
di"erent aspects of the generated text, such as its precision, recall, and overall fidelity to
the reference text.

BLEU (Bilingual Evaluation Understudy)

BLEU is a widely used metric for evaluating the quality of text generated by a machine
learning model, especially in machine translation tasks. It compares the generated text
(candidate) with a reference text based on overlapping n-grams, with a focus on precision.

BLEU measures how similar the generated text is to the reference by comparing n-
grams (sequences of words of length n). The more n-grams overlap, the higher the BLEU
score. To ensure that the candidate text is not excessively short, a brevity penalty (BP )
is applied.

The BLEU score is calculated using the following formula:

BLEU = BP · e
∑N

n=1 wn ln pn (5.3)

Where:

• BP (Brevity Penalty): penalizes candidates shorter than the reference.

• wn: weight assigned to each n-gram precision (commonly, all wn are equal, e.g.,
wn = 1

N ).

• pn: n-gram precision, calculated as:

pn =
Number of overlapping n-grams

Total number of n-grams in the candidate
(5.4)

Brevity Penalty: the brevity penalty ensures that overly short candidates are penal-
ized. It is defined as:

BP =

{
1, if c > r

e1→
r
c , if c ↘ r

(5.5)

Where:

• c: length of the candidate (generated) text.

• r: length of the reference text.

Example (with unigrams and bigrams):

1. Reference text: "Improve process e!ciency through workflow automation."

2. Candidate text: "Improve process e!ciency with workflow automation."

Step 1: calculate unigram precision:
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• Unigrams in reference: {"Improve", "process", "e!ciency", "through", "workflow",
"automation"}

• Unigrams in candidate: {"Improve", "process", "e!ciency", "with", "workflow",
"automation"}

• Overlapping unigrams: {"Improve", "process", "e!ciency", "workflow", "automa-
tion"}

• Precision (p1): 5
6 ↔ 0.833

Step 2: calculate bigram precision:

• Bigrams in reference: {"Improve process", "process e!ciency", "e!ciency through",
"through workflow", "workflow automation"}

• Bigrams in candidate: {"Improve process", "process e!ciency", "e!ciency with",
"with workflow", "workflow automation"}

• Overlapping bigrams: {"Improve process", "process e!ciency", "workflow automa-
tion"}

• Precision (p2): 3
5 = 0.6

Step 3: calculate brevity penalty:

• Candidate length (c): 6 tokens.

• Reference length (r): 6 tokens.

Since c = r, we have:
BP = 1

Step 4: combine results:

Using equal weights (w1 = w2 = 0.5) and following 5.3:

BLEU = BP · e 1
2 ln(0.833)+ 1

2 ln(0.6) ↓

↓ BLEU = e0.5·ln(0.833)+0.5·ln(0.6)

ln(0.833) ↔ →0.183, ln(0.6) ↔ →0.511

Therefore:
BLEU = e0.5·(→0.183)+0.5·(→0.511) ↓

↓ BLEU = e→0.347 ↔ 0.707

Limitations:

• BLEU does not account for synonyms or paraphrasing; it requires exact matches of
n-grams.

• It penalizes valid but creative phrasing that di"ers from the reference text.

• It is a purely lexical metric and does not consider semantic meaning or context
beyond n-grams.
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ROUGE (Recall-Oriented Understudy for Gisting Evaluation)

ROUGE is a widely used metric for evaluating the quality of text generation tasks,
especially in summarization. Unlike BLEU, which focuses on precision, ROUGE em-
phasizes recall. It measures how much of the content in the reference text is captured in
the generated text by comparing overlapping units such as n-grams, sequences, or even
sentence-level structures

In BLEU, the denominator is the total number of n-grams generated by the model
(candidate), focusing on precision. In ROUGE, the denominator is the total number of
n-grams in the reference text, emphasizing recall.

ROUGE evaluates the quality of generated text by measuring the overlap between the
generated text (candidate) and the reference text. The focus is on recall, assessing how
much of the reference’s content is reproduced in the candidate.

There are several variants of ROUGE, each tailored to di"erent tasks:

• ROUGE-N: measures recall of overlapping n-grams between the candidate and
reference.

• ROUGE-L: measures the longest common subsequence (LCS) between the candi-
date and reference. It captures sentence-level structure and coherence.

• ROUGE-S: measures the recall of skip bigrams, allowing for non-consecutive matches
to evaluate broader semantic relationships.

For simplicity, we focus on ROUGE-1 (unigrams) and ROUGE-2 (bigrams). The
formula for ROUGE-N is:

ROUGE-N =
Number of overlapping n-grams

Total number of n-grams in the reference
(5.6)

Where:

• Number of overlapping n-grams : count of n-grams that appear in both the candi-
date and the reference.

• Total number of n-grams in the reference : total number of n-grams in the reference
text.

Example (ROUGE-1 and ROUGE-2):

1. Reference text: "Improve process e!ciency through workflow automation."

2. Candidate text: "Improve process e!ciency with workflow automation."

Step 1: Calculate ROUGE-1 (unigrams):

• Unigrams in reference: {"Improve", "process", "e!ciency", "through", "workflow",
"automation"}

• Unigrams in candidate: {"Improve", "process", "e!ciency", "with", "workflow",
"automation"}
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• Overlapping unigrams: {"Improve", "process", "e!ciency", "workflow", "automa-
tion"}

• ROUGE-1:

ROUGE-1 =
Number of overlapping unigrams

Total number of unigrams in the reference
=

5

6
↔ 0.833

Step 2: Calculate ROUGE-2 (bigrams):

• Bigrams in reference: {"Improve process", "process e!ciency", "e!ciency through",
"through workflow", "workflow automation"}

• Bigrams in candidate: {"Improve process", "process e!ciency", "e!ciency with",
"with workflow", "workflow automation"}

• Overlapping bigrams: {"Improve process", "process e!ciency", "workflow automa-
tion"}

• ROUGE-2:

ROUGE-2 =
Number of overlapping bigrams

Total number of bigrams in the reference
=

3

5
= 0.6

In this example:

• ROUGE-1 = 0.833 (83.3% of the unigrams in the reference are present in the can-
didate).

• ROUGE-2 = 0.6 (60% of the bigrams in the reference are present in the candidate).

Limitations:

• ROUGE, like BLEU, does not handle synonyms or paraphrasing well, as it relies on
exact matches.

• It is biased towards longer texts since longer candidates have more chances of match-
ing n-grams in the reference.

• ROUGE does not consider semantic meaning or grammatical correctness.

ROUGE is particularly e"ective for tasks like summarization, where recall is critical,
and the goal is to capture as much of the reference content as possible. However, it should
be complemented with other metrics, such as semantic similarity, to evaluate meaning and
context.
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5.2.3 Semantic Accuracy
Semantic accuracy evaluates how well the generated text aligns with the intended

meaning or semantics of the reference text. Unlike BLEU and ROUGE, which focus on
lexical overlap (exact matches of n-grams), semantic accuracy measures the conceptual
similarity between texts. This is particularly important for tasks where flexibility in word-
ing is allowed, such as open-ended generative tasks or dialogue systems.

To compute semantic accuracy, embeddings are used to represent the generated text
and the reference text in a high-dimensional vector space. These embeddings encode the
semantic meaning of the text, rather than its lexical content, enabling comparisons be-
yond exact word matches.

Commonly used embedding models include:

• Word2Vec and GloVe: capture word-level semantics.

• Sentence Transformers (e.g., BERT, SBERT): encode sentence-level meaning.

The similarity between the generated and reference texts is then computed using a
metric like cosine similarity, which is defined as:

Cosine Similarity =
εA · εB

≃ εA≃≃ εB≃
(5.7)

Where:

• εA: Embedding vector of the generated text.

• εB: Embedding vector of the reference text.

• εA · εB: Dot product of the two vectors.

• ≃ εA≃, ≃ εB≃: Magnitudes (norms) of the vectors.

Consider the following texts:

• Reference text: "Improve process e!ciency through workflow automation."

• Generated text: "Improve process e!ciency with workflow automation."

Step 1: generate embeddings:

• Using a sentence embedding model, compute the vector representations of both
texts:

– εA (reference): [0.75, 0.21, 0.33, ...].

– εB (generated): [0.72, 0.20, 0.34, ...].

Step 2: compute cosine similarity:. Using 5.7:

Cosine Similarity =
εA · εB

≃ εA≃≃ εB≃
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εA · εB = 0.75 · 0.72 + 0.21 · 0.20 + 0.33 · 0.34 + ... = 0.987

≃ εA≃ =
⇐
0.752 + 0.212 + 0.332 + ..., ≃ εB≃ =

⇐
0.722 + 0.202 + 0.342 + ...

Assuming ≃ εA≃ = 1.05 and ≃ εB≃ = 1.02:

cos(ω) =
0.987

1.05 · 1.02 ↔ 0.95

A cosine similarity of 0.95 indicates a very high semantic alignment between the ref-
erence and generated texts, despite di"erences in word choice or phrasing.

x

y

εA

εB

ω

Figure 5.2: Illustration of cosine similarity in 2D. The angle ω determines the similarity between the
vectors εA and εB.

Advantages:

• Captures semantic meaning beyond exact word matches, making it more robust to
paraphrasing and synonym usage.

• Useful for evaluating open-ended or creative tasks where lexical overlap is less im-
portant.

Limitations:

• Heavily dependent on the quality of the embedding model; poor embeddings can
lead to inaccurate similarity scores.

• Computationally more expensive compared to BLEU and ROUGE.

• Does not explicitly measure grammatical correctness or coherence.

Semantic accuracy provides a complementary perspective to BLEU and ROUGE by
focusing on meaning rather than form. It is particularly suited for tasks like dialogue gen-
eration, summarization, and other applications where flexibility in expression is allowed,
but the semantic intent must remain consistent.
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5.2.4 Ground Truth
In the context of generative AI, the ground truth is defined as the reference data

or expected content used to validate the quality and accuracy of AI-generated market
reports. This ground truth should have been derived from:

• Historical reports: existing market studies and venture capital consulting docu-
ments served as benchmarks for evaluating the structure, tone, and content of the
AI-generated reports.

• Validated external data: data from trusted financial and industry databases was
used to cross-check the factual accuracy of generated insights, such as revenue or
market trends.

• Expert reviews: domain experts reviewed a subset of generated reports, providing
feedback on their accuracy, relevance, and adherence to consulting standards. In
this case, Jorge Gómez was in charge of reviewing the information.

By comparing the AI-generated outputs to this ground truth, the system’s perfor-
mance was rigorously evaluated, ensuring reliability and relevance for venture capital
applications.

5.2.5 Global KPIs for generative AI
To assess the overall impact of using generative AI for automating market reports, the

following key performance indicators (KPIs) were defined:

• E!ciency improvement: the automation implemented reduced report execution
time from 60 to 3 FTE days, decreasing this time on a 95%. This exceeded the
predefined KPI of reducing report execution time by at least 90%, highlighting the
success of the implemented solution.

• Error rate in factual content: monitored to ensure the accuracy of financial
metrics and industry data generated by the AI system, with a target error rate below
5%. Evaluated using cosine similarity between the embeddings of AI-generated
content and reference reports to ensure semantic alignment with ground truth data.

These KPIs provided a comprehensive evaluation framework, demonstrating the sys-
tem’s capability to deliver high-quality, relevant, and e!cient market analyses for venture
capital consultants.

5.3 Metrics and evaluation for XGBoost models

5.3.1 Introduction to XGBoost metrics
In this project, XGBoost was used to interpolate missing data in a dataset of compa-

nies that included financial and operational metrics obtained through web scraping. The
dataset contained columns such as the number of employees, revenue, and total assets,
but some values were missing due to inconsistencies in the original sources. XGBoost was
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utilized to fill these missing values by identifying patterns in the available metrics.

The evaluation of XGBoost results should have been carried out using a set of metrics
tailored for regression tasks to ensure that the predictions were consistent and accurate
in the business context.

5.3.2 Key metrics for regression models

Mean Absolute Error (MAE)

MAE measures the average absolute errors between the real values (when available)
and the values predicted by XGBoost:

MAE =
1

n

n∑

i=1

|yi → ŷi| (5.8)

For example, if the real number of employees in three companies was [100.000, 50.000, 80.000]
and XGBoost predicted [95.000, 52.000, 85.000], the MAE is calculated as:

MAE =
|100.000→ 95.000|+ |50.000→ 52.000|+ |80.000→ 85.000|

3
= 4.000

Mean Squared Error (MSE) and Root Mean Squared Error (RMSE)

These metrics emphasize larger errors, penalizing them more severely than MAE,
which is useful when avoiding significant deviations in predictions.

MSE =
1

n

n∑

i=1

(yi → ŷi)
2 (5.9)

RMSE =
⇐

MSE (5.10)

Following the same example:

MSE =
(100.000→ 95.000)2 + (50.000→ 52.000)2 + (80.000→ 85.000)2

3
= 18.000.000

RMSE =
⇐
18.000.000 ↔ 4.244

R-Squared (R²)

R² measures the proportion of variability in the data that can be explained by the
model. It is useful for assessing how well the model uses the available metrics to predict
the missing values:

R2 = 1→
∑n

i=1(yi → ŷi)2∑n
i=1(yi → ȳ)2

(5.11)

For example, if ȳ (mean of the real values) is 76.667, and the real and predicted values
are the same as before, R² would be:

R2 = 1→ (5.000)2 + (→2.000)2 + (5.000)2

(100.000→ 76.667)2 + (50.000→ 76.667)2 + (80.000→ 76.667)2
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5.3.3 Ground Truth
In this project, the ground truth is defined as the actual or expected values used to

validate the interpolations made by the XGBoost model. Specifically, the ground truth
can be derived from the following sources:

• Available data in other columns or rows: for instance, if employee data for
Company A in 2020 is missing, but data from 2019 and 2021 is available, the latter
can serve as a reference.

• External data comparisons: if external sources, such as publicly available finan-
cial databases, provide values for the same companies and metrics, these can act as
ground truth for validation purposes.

5.3.4 Global KPIs
To assess the overall impact of using XGBoost for missing data interpolation, the

following key performance indicators (KPIs) were defined:

• Percentage of completed cells: 95% of the dataset was successfully completed.

• Acceptable MAE: for example, a MAE below 5.000 employees or $1M in revenue
was defined as a success criterion.

• Execution time: the complete interpolation of the dataset took less than 10 min-
utes, ensuring e!ciency for large datasets.
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Chapter 6

Future lines and conclusions

6.1 Future lines

Based on the results and discussions presented in the previous chapters, several ar-
eas for improvement and expansion have been identified for the future development of
Bayesianx’s tool. Key future lines include:

• Database expansion: increase the number of companies in the MongoDB database
to include one million companies, enhancing the breadth and depth of market anal-
ysis.

• Workflow optimization: refine and optimize existing workflows in n8n to increase
e!ciency and reduce processing time, including improving the performance of the
Chaining process and integration with other tools and platforms.

• NLP improvements: continue enhancing the natural language processing models
used for generating market reports, training more advanced and industry-specific
models, and optimizing the context window to handle large data volumes e"ectively.

• Automated data updates: implement automated systems for periodic data up-
dates to ensure the information used in market analyses is always current and rele-
vant.

6.2 Conclusions

In this project, an innovative tool was developed and tested to automate the process
of market studies and report generation using advanced artificial intelligence and machine
learning technologies. Bayesianx’s tool has proven e"ective in collecting, processing, and
analyzing large volumes of data, providing valuable insights for strategic decision-making.

The modular design of the tool, with its distinct layers for data input, processing, and
output generation, has enabled seamless and e!cient integration of various technologies
and methods. From data collection through web scraping and APIs to advanced natural
language processing models and automated report generation, each component has played
a crucial role in the project’s success.
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A key aspect of the tool is the use of the Retrieval-Augmented Generation (RAG)
system with Pinecone, compared to simply making calls to the OpenAI API. The RAG
system with Pinecone o"ers several significant advantages:

• Improved accuracy: by retrieving relevant information from a structured knowl-
edge base, RAG ensures that the generated outputs are accurate and based on
verified data, reducing the likelihood of irrelevant or incorrect content.

• Scalability: Pinecone’s e!cient indexing and retrieval capabilities handle large
volumes of data, ensuring the system remains scalable and robust. As the data
volume grows, the retrieval process remains fast and e!cient.

• Context window limitation handling: Large Language Models (LLMs) have a
limited context window. RAG mitigates this limitation by retrieving only the most
relevant documents to inform the generation process, ensuring detailed and contex-
tually accurate responses without being hindered by the context window limitations
of LLMs.

Throughout the development and testing of the tool, several challenges were faced and
overcome, allowing for the identification of areas for future improvement and expansion.
The proposed future lines ensure that the tool continues to evolve and improve, providing
increasingly precise, e!cient, and valuable market analyses.

Regarding our most direct competitors, tools like Crayon and Speak o"er advanced
solutions for competitive intelligence and market report generation, but my tool presents
significant advantages over them. Crayon focuses on intelligent filtering and summarizing
competitive intelligence data in real time, minimizing information overload by filtering
out 99% of irrelevant data. However, my tool goes further by integrating both quanti-
tative and qualitative data, providing a more comprehensive market view. Additionally,
while Crayon automatically classifies and performs sentiment analysis on data, my tool
organizes this data into detailed JSON structures, allowing for deeper customization in
the reports. Furthermore, although Crayon o"ers anomaly detection and website track-
ing, my tool employs advanced techniques like Retrieval-Augmented Generation (RAG)
with Pinecone, enhancing the accuracy and relevance of the retrieved data.

On the other hand, Speak automates data collection and report generation similarly
to my tool. However, my system uses tools like n8n and Python for a more robust and
scalable integration of workflows, ensuring more e!cient and detailed data processing.
Speak allows for customizable reports, but my tool has the additional advantage of incor-
porating processed financial and qualitative data using advanced algorithms like XGBoost
to interpolate and extrapolate missing data. Moreover, while Speak provides real-time
updates, my tool benefits from handling large data volumes and utilizing advanced Nat-
ural Language Processing (NLP) and RAG with Pinecone, improving the precision and
relevance of the generated reports.

However, my tool also presents some disadvantages. The integration of multiple tech-
nologies and platforms, such as n8n, MongoDB, and Pinecone, can increase the complex-
ity of the initial setup and ongoing maintenance. Additionally, the need for proprietary
servers on DigitalOcean and the use of CapRover for management can impose additional
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burdens in terms of resources and required technical skills. Although scalability issues
have been addressed, handling a large number of companies still poses challenges in terms
of performance and e!cient memory usage.

In conclusion, the project has laid the foundation for a robust and scalable plat-
form that can transform how market studies are conducted, providing significant value
to private equity firms and other entities requiring detailed and reliable market analysis.
Automating these processes not only reduces manual e"ort but also enhances the accu-
racy and relevance of generated insights, positioning Bayesianx as a leader in automated
market intelligence.
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Appendix A

Additional information

This chapter introduces concepts that are interesting but a bit o" topic and therefore
not introduced in the main document.

A.1 First ideas and theories in the field of artificial in-

telligence

Santiago Ramón y Cajal and neurons: Santiago Ramón y Cajal was a pioneering
neuroscientist whose work laid the foundation for our understanding of neural networks.
In the late 19th and early 20th centuries, Ramón y Cajal used a staining technique de-
veloped by Camillo Golgi, known as the Golgi stain, to visualize neurons. This technique
allowed him to observe the complex structures and connections of neurons in unprece-
dented detail. Through his meticulous drawings and detailed studies, Ramón y Cajal
demonstrated that the nervous system is made up of individual cells, which he called neu-
rons. His work revealed that neurons communicate with each other through specialized
connections called synapses.

Figure A.1: From left to right: a diagram suggesting how the eyes might transmit a unified picture of
reality to the brain, a Purkinje neuron in the human cerebellum, and a diagram showing the flow of
information through the hippocampus. Diagram by S. Ramón y Cajal. Adapted from reference 1

1https://www.nytimes.com/es/2017/02/21/espanol/cultura/santiago-ramon-y-cajal-el-h
ombre-que-dibujo-los-secretos-del-cerebro.html
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Ramón y Cajal’s discoveries were groundbreaking and challenged the prevailing theory
of his time, which posited that the nervous system was a continuous network of fibers.
Instead, he showed that neurons are discrete entities that interact through contact points,
a concept that became known as the "neuron doctrine". This discovery was crucial for
the development of neuroscience and later influenced the field of artificial intelligence. In
particular, the concept of neurons as individual processing units inspired the design of
artificial neural networks, which are used in modern AI systems to process information in
a way that mimics the human brain.

Ramón y Cajal’s work highlighted the importance of understanding how neurons com-
municate and process information. This understanding is fundamental to both biological
and artificial neural networks. By mapping the intricate networks of neurons, Ramón y
Cajal provided a blueprint for researchers in AI to develop models that emulate the brain’s
ability to learn and adapt. His contributions laid the groundwork for future research in
both neuroscience and AI, bridging the gap between biology and technology

(a) Biologic neuron (b) Artificial neuron (perceptron)

Figure A.2: Comparison between a biological neuron and an artificial neuron. Adapted from reference 2

Alan Turing and the Turing test: Alan Turing, a British mathematician and
logician, made significant contributions to the field of computer science and artificial in-
telligence. In 1950, Turing published a seminal paper titled "Computing Machinery and
Intelligence", in which he proposed the idea of a machine that could exhibit intelligent
behavior indistinguishable from that of a human. To test this hypothesis, Turing intro-
duced the famous "Turing Test," which has become a fundamental concept in AI.

In the Turing Test, a human evaluator interacts with both a machine and a human
through a computer interface, without knowing which is which. The evaluator engages
in a natural language conversation with both participants, asking questions and receiving
responses. If the evaluator cannot reliably distinguish the machine from the human based
on their responses, the machine is said to have demonstrated intelligent behavior. The
Turing Test was groundbreaking because it shifted the focus of AI from the question of
whether machines could think to whether machines could convincingly imitate human
intelligence.

Turing’s work laid the foundation for the development of modern AI by emphasizing
the importance of natural language processing and human-computer interaction. The
Turing Test remains a benchmark for assessing a machine’s ability to exhibit human-like

2https://afit-r.github.io/ann_fundamentals
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intelligence. Although no machine has yet passed the Turing Test in a manner that sat-
isfies all critics, the test continues to inspire research and debate in the field of AI.

Turing’s contributions extend beyond the Turing Test. He also developed the concept
of the "universal Turing machine," a theoretical device that can simulate the logic of any
computer algorithm. This concept is fundamental to computer science and underpins
the design of modern computers. Turing’s insights into the nature of computation and
intelligence have had a lasting impact on the development of AI, and his ideas continue to
influence researchers and engineers as they strive to create machines that can think and
learn like humans.

A.2 Vector databases and embeddings: a primer on

Pinecone

In the realm of advanced data management and retrieval, vector databases like Pinecone
have emerged as crucial tools. These databases leverage the power of embeddings to en-
hance the e!ciency and accuracy of data retrieval processes. Here, we explore the funda-
mental concepts and functionalities of Pinecone and its role in handling embeddings.

A.2.1 What are embeddings?

Embeddings are dense vector representations of data. Unlike traditional data represen-
tations, embeddings capture the semantic meaning and context of the data, making them
particularly useful in natural language processing (NLP) and machine learning tasks. For
instance, in text analysis, words or sentences are converted into fixed-length vectors that
encode their semantic similarities.

To generate embeddings, various techniques can be employed, including neural network-
based models like Word2Vec, GloVe, and BERT. These models train on large corpora of
text and learn to represent words or phrases in a high-dimensional space where semanti-
cally similar terms are located closer together.

Figure A.3: How embedding works. Adapted from reference 3

3https://qdrant.tech/articles/what-are-embeddings/
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A.2.2 How Pinecone utilizes embeddings?
Pinecone is a specialized vector database designed to handle these high-dimensional

embeddings e!ciently. Here’s how it works:

Data ingestion: Pinecone allows for the ingestion of various types of data, which are
then converted into embeddings using appropriate models. These embeddings are stored
in Pinecone’s vector database.

Indexing and storage: the embeddings are indexed in a way that supports fast
similarity searches. Pinecone uses advanced indexing techniques to ensure that the search
operations are highly e!cient, even with large datasets.

Similarity search: one of the core functionalities of Pinecone is its ability to perform
similarity searches. When a query embedding is provided, Pinecone quickly retrieves the
most similar embeddings from its database. This is particularly useful for applications
like recommendation systems, anomaly detection, and semantic search.

A.2.3 Visual representation
Below is a diagram to better understand the concept:

Figure A.4: Visual representation of an embedding. Adapted from reference 4

4https://medium.com/@eugene-s/the-rise-of-embedding-technology-and-vector-databases
-in-ai-4a8db58eb332
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Appendix B

Gantt diagram

Gantt chart for TFM project

Tasks Date (Weeks) : 01/03/2024 - 27/06/2024
Nº Description W01 W02 W03 W04 W05 W06 W07 W08 W09 W10 W11 W12 W13 W14 W15 W16 W17 W18
T01 Data collection
T02 Quantitative data processing
T03 Qualitative data processing
T04 Chaining system development
T05 Automatic report generation

Figure B.1: Gantt chart for TFM project timeline.
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